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Abstract: The microarray gene expression data has a large number of genes with
different expression levels. Analyzing and classifying datasets with entire gene
space is quite difficult because there are only a few genes that are informative.
The identification of bio-marker genes is significant because it improves the diag-
nosis of cancer disease and personalized medicine is suggested accordingly. Initi-
ally, the parallelized minimum redundancy and maximum relevance ensemble
(mRMRe) is employed to select top m informative genes. The selected genes
are then fed into the Genetic Algorithm (GA) that selects the optimal set of genes
heuristically, which uses Mahalanobis Distance (MD) as the distance measure.
This proposed method (mRMRe-GA) is applied to four microarray datasets using
Support Vector Machine (SVM) as a classifier. The Leave One out Cross Valida-
tion (LOOCV) method is used to analyze the performance of the classifier. Com-
parative study of the proposed mRMRe-GA method is carried out with other
methods. The proposed mRMRe-GA method significantly improves the classifi-
cation accuracy with less number of selected genes.

Keywords: mRMR; mRMRe; microarray; gene expression data; GA; feature
selection; SVM; cancer classification; mRMRe-GA

1 Introduction

Identification and selection of informative genes is the main challenge in analyzing high-dimensional
microarray data. The measurement of the expression levels of genes in DNA microarray facilitates the
researchers to address the issues in cancer classification and paves way for personalized medicine. The
cancer datasets are usually vast and the number of features mainly influences the analytical accuracy.
Lack of a powerful method to analyze the data for all genes simultaneously is the most difficult
challenge. Therefore, the entire dataset can be reduced to a set of a minimal number of differentially
expressed genes that classifies the samples into cancer vs. normal cases. Identification of differentially
expressed genes is the primary task in microarray analysis [1].

Gene selection methods are grouped into i) filter methods, ii) wrapper methods and iii) hybrid methods
[2]. Filter methods select genes by searching and ranking genes individually or as a subset of genes. Different
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measures are developed for filtering features such as information, distance, similarity, consistency, and
statistical measures. Univariate feature filters select single feature at a time while multivariate filters
evaluate a subset of features jointly. Wrapper methods search through entire feature space and evaluate all
the possible feature subsets based on the machine learning algorithm. Subsets are evaluated based on the
classifier performance for classification and clustering algorithm performance (e.g., K-means) for
clustering. The performance is good for particular models at the cost of increased computational complexity.

Hybrid methods combine different strategies to construct the optimal subset. The dimension of feature
space is reduced using filter methods and then employs the wrapper method to identify the best candidate
subset which leads to high accuracy and efficiency. Several interesting hybrid methodologies were
proposed in literature such as random forest based feature selection [3], dynamic genetic algorithm [4],
adaptive ant colony optimization [5], and cuckoo search algorithm [6].

The proposed work aims to identify the bio-marker genes and develop an efficient classification model
which provides good accuracy in diagnosing the disease with less number of genes. The proposed mRMRe-
GA method comprises of two stages for gene selection. The optimal subset of genes is selected through the
first stage employing mRMRe method. The top m genes are selected from this subset by using the subsequent
stage of gene selection method, which consists of GA with Mahalanobis Distance as the distance measure.
The correlation between features are considered in Mahalanobis distance when compare to other methods.
Finally, the classification model is built using SVM classifier as it shows reduced computational
complexity and increased classification accuracy when compared to any other non-linear classifier [7].
The schematic of the proposed mRMRe-GA method is depicted in Fig. 1.

Four microarray benchmark datasets are tested with the mRMRe-GA method, and the statistical significance
of the proposed method is demonstrated. The remainder part of the paper is divided into six sections. The works
relevant to the proposed method are described in Section 2 while Sections 3 and 4 describe the concepts of
mRMRe and GA respectively. In Section 5, mRMRe-GA method is described. Sections 6 and 7 present the
performance evaluation of the proposed method and conclusion of the work respectively.

2 Related Works

Mutual information (MI) based ranking criteria is widely used to study the relationships among genes for
feature selection. MI is a joint measure which tells the relationship between two multidimensional variables
and helps to split large datasets into groups for construction of the classification model. Information theoretic
ranking criteria [8,9] exploit the relationships among variables and provide the basic theoretic foundation for
many research works based on filter methods. The MI plays a significant role in feature selection as it has a
unified theoretical foundation when compared to other heuristic methods. MI is calculated with its class
labeling, and important features are identified [10]. An MI based group oriented feature selection model
is proposed for microarray dataset [11]. Relevant features are identified by studying and analyzing the
hidden relations between features. The SVM based classification model is proposed using the LOOCV
method [12]. Genes are ranked and selected based on the MI value.

Due to the multidimensional nature of microarray data, traditional empirical MI based gene selection
algorithms suffer from the data sparseness issue. To overcome this issue, multivariate Gaussian generative
model was proposed to estimate the average information content of class variables for feature selection.

Gene selection 
First stage 

(mRMRe filter method)

Gene selection   
Second stage

(Genetic Algorithm)

Classification           
(SVM Classifier)

Figure 1: The schematic of the mRMRe-GA method
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In this approach, entropy was calculated for class variables instead of data [13]. In Wang et al. [14] the
authors studied the effect of combining different feature selection algorithms and classification models.

Random Forest algorithm was proposed using an ensemble of classification trees for gene selection
problems [3]. Genetic Bee Colony algorithm was proposed for analyzing microarray data by combining
Genetic and Artificial Bee Colony algorithms [15]. Initially, the exploration space was reduced by mRMR
then Artificial Bee Colony algorithm was used, which enhances the gene exploration process.

Correlation and mRMR based artificial bee colony algorithms with SVM classifier were proposed for the
gene selection process [16,17]. To remove the redundant non-informative genes, in Peng et al. [18] the
authors proposed a GA based model with SVM classifier. The results obtained were further tuned by
recursive feature elimination (RFE) method. Modified Particle Swarm Optimization (PSO) based SVM
classifier model was proposed to enhance the gene prediction performance [19]. The basic PSO was
modified in which few particles were stochastically selected, and the performance of each particle was
tested using pre-determined fitness value.

In Abdi et al. [20] the authors proposed an mRMR based gene selection model using weighted PSO-
SVM approach. Genes were given with different weights, and PSO tuned its parameters based on these
weights to optimize the selection process. An Adaptive Ant Colony (AACO) optimization was used with
SVM classifier 5. The classification outcomes were used as the feedback for optimization process for
feature convergence. In Akadi et al. [21] the authors used an mRMR filter approach to enhance the gene
selection process of GA with SVM classifier. Gene selection based on statistical approaches was proposed
in Gunavathi et al. [22]. These approaches were combined with GA-SVM/kNN to select biomarker
genes. The cuckoo search optimization algorithm was used over the statistical approaches to increase the
effectiveness of the gene selection process 6.

A dynamic GAwas proposed with SVM classifier to rank the important features. 4 Chromosome size,
recombination operator probability value and the selection mechanism were dynamically varied because
these parameters made GA more effective to reach the global optimum in a time effective manner. Two
optimization algorithms, namely Cuckoo and Harmony Search (HS) were combined with mRMR
technique to enhance the gene selection process [23]. The output of mRMR was used as the input for
COA-HS, and SVM classifier was used for classification. Cost values were also calculated and compared
with other methods. Classification model based on fuzzy rough set was proposed for cancer biomarker
identification [24]. The prediction performance was studied with semi-supervised learning techniques.

3 Minimum Redundancy and Maximum Relevance Ensemble (mRMRe) Method

Analyzing and interpreting huge volume of genomic data is particularly important in biological
understandings to develop predictive models. The performance of predictive models is mainly based on
inter-correlational relations of data. Identifying and marking relevant genes in high-dimensional datasets
is particularly very important. The mRMR is an interesting feature selection method because of its low
computational cost [25]. The mRMR uses the MI value to select relevant features that have minimal
redundancy and maximal relevance criterion. However, the performance of mRMR is not stable as it
picks a totally different feature set when there is a small change in the sample size.

To alleviate this problem, the minimum Redundancy and Maximum Relevance ensemble (mRMRe) was
introduced employing parallel computing, in which multiple feature set has been built rather than a single
feature set [26]. An ensemble learning approach was used in the basic mRMR to better search out the
feature space with the advantage of parallel computing and built robust predictors. The mRMRe can be
useful for applications such as high-throughput genomic data analysis which requires more thorough
feature space exploration with lower bias and lower variance.
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The mRMR provides functions to search through the entire sample space to select non-redundant,
relevant, informative genes. The relevance and redundancy among genes can be calculated using MI as

Iðp; qÞ ¼ �0:5 lnð1� qðp; qÞ2Þ (1)

where p and q are the two random variables, and ρ represents the correlation coefficient.

Let q be the input variable and p = {p1, . . . ., pn} be set of input features. The feature set F is framed
based on the calculated MI value between features and output variable.

Initially, the feature pi with maximum relevance and minimum redundancy with the class label was
added to F. The maximization criterion is as follows,

m ¼ Iðpj; qÞ � 1

jFj
X
pk1F

Iðpj; pkÞ (2)

The above step was repeated until the desired feature set had been achieved.

4 Genetic Algorithm (GA)

GA is a biological evolution model that finds the best solutions in a large search space [27]. The
algorithm starts with the initial population, which consists of randomly generated solutions that represent
chromosomes. The population size depends on the number of chromosomes in one generation. Each
chromosome was coded as a vector of variables with finite length of binary alphabet, as shown in Fig. 2.
The chromosomes within the population were moved iteratively from another population called
generations. GA uses genetic operators to retain genetic diversity in its evolution. Genetic diversity is
important for evolution. Genetic operators are corresponding to the things which occur in real world
biological evolution. The operators are,

i) Selection: fitness value was calculated based on the quality of the chromosome, and the chromosomes
with maximum fitness value were moved to the subsequent generations.

ii) Crossover/Recombination: The selected set of chromosomes was combined to create a new set of
chromosomes as shown in Fig. 3.

iii) Mutation: Random modifications were carried out over the binary representation of chromosomes,
as shown in Fig. 4. This maintains diversity among the population and avoids the issue of premature
solutions.

Population

Chromosome 1 1100100100

Chromosome 2 0011010010

Chromosome 3 0100101110

.

.

.

.

.

.

Chromosome N 0110111011

Figure 2: Chromosome representation
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The pseudo code for the algorithm is given below.

Begin

Initialize the population with random solutions

Calculate fitness value as the quality measure for each individual

Rank the solutions based on fitness values according to the problem (either maximization or
minimization)

For j = 1 to N (generation count)

Choose an operator randomly (crossover/mutation)

If (crossover)

Select any two parent solutions randomly

Create offspring via crossover

Else if (mutation)

Select a parent solution randomly

Create offspring via mutation

End if

Calculate the new fitness value

Replace the worst solution in the population with this offspring

Next j;

Check for stopping criteria

End

Figure 3: Crossover representation

Figure 4: Mutation representation
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5 Proposed mRMRe-GA Method

This section describes the methodology for identifying and selecting bio-marker genes using the
proposed mRMRe–GA method. A flowchart of the mRMRe–GA method is shown in Fig. 5. The
mRMRe was used to identify top m informative minimum redundant maximum relevance (mRMR)
genes. This method works in parallels so the computational complexity is reduced

The mRMRe was used to identify top m informative minimum redundant maximum relevance (mRMR)
genes. This method works in parallels so the computational complexity is reduced.

In maximum relevance method, strongly correlated genes with the classification label were identified by
maximizing MI value as given in Eq. (2). The highly correlated genes may strongly depend on other genes as

No

Yes

Parallelized mRMRe

Top ‘m’
Informative genes

Create initial population

Apply fitness function 
(Mahalanobis Distance 

Measure) to each 
individual in population

Gene Expression Matrix

Termination 
criteria 

satisfied (≤m) Select the best possible

Apply Genetic Operators 
to generate new 

population

Select best individuals as 
the solutions

Construct Classification 
model using SVM 

classifier

Validate the test set

Interpret the output

Figure 5: Flowchart of the proposed mRMRe–GA method
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well. Therefore, the redundancy has to be removed so that the informative genes are effectively identified
[25]. The top m informative genes were obtained by removing the redundancy among genes, and these
were the input to the GA. The initial population for the GA was generated from these top m informative
genes. The fitness function of this algorithm used mahalanobis distance as the distance measure, and it
calculated the mahalanobis distance for each individual with the class label in the population.

The mahalanobis distance is calculated as follows [28],

ðMDÞ2 ¼ ðx�mÞT:C�1:ðx�mÞ (3)

where,

MD-Mahalanobis distance; x-Vector of a sample in a dataset

C-Covariance matrix of variables in a dataset; m-Vector of mean of variables in a dataset

Finally, GA returned the best individual, and from this, the classification model was built using SVM as
a classifier. The proposed method was applied on four microarray datasets, and the LOOCVmethod was used
to evaluate the performance of the proposed mRMRe-GA method. The benefit of LOOCV is its ability to
avoid “over fitting” [29]. From each iteration in LOOCV approach, only one sample among n samples
was used as the validating sample, and remaining samples were considered as training samples. This
procedure was repeated ‘n’ times over the entire sample space. The implementation of mRMRe, GA and
statistical analysis of the result was done using R programming language _ R version 3.6.1 [30] to make
the result statistically valid, the model was executed by varying the number of input genes and SVM
kernels on each microarray cancer dataset.

6 Experimental Setup and Results

6.1 Experimental Setup

Let N ×M represent the microarray dataset where N and M represent the number of rows and columns
respectively. The rows correspond to samples, columns correspond to genes and spots denote the expression
value of a gene for the particular sample in a particular experiment. The performance evaluation of the
proposed mRMRe-GA method was carried out over four publically available benchmark microarray gene
expression datasets. These datasets were obtained from ELVIRA Biomedical Data Set Repository. All the
datasets were high-dimensional, and the dimensional scope ranged from 2000 to 12600. The details of the
dataset considered for evaluation are shown in Tab. 1.

The colon cancer microarray dataset consists of 22 healthy and 40 tumor samples, and each sample is
defined by 2000 genes. The DLBCL outcome contains 32 samples from cured patients and 26 from cancer
patients, and each sample is defined by 7129 genes. The leukemia dataset is comprised of 47 ALL, and
25 AML samples and each sample is defined by 7129 genes. The prostate cancer dataset has 6033 gene
expression profiles for 102 observations with 52 cancer and 50 healthy cases.

Table 1: Description of microarray datasets

Name of the dataset No. samples No. genes No. classes

Colon 62 2000 2

DLBCL outcome 58 7129 2

Leukemia 72 7129 2

Prostate 102 12600 2
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The proposed mRMRe-GA method combines mRMRe with GA. The SVM is used to build the final
classification model. SVMs are very sensitive to the type of the kernel parameters. The different types of
kernels used in SVM are represented as

Kðxi; xj Þ ¼
xi:xj Linear
ðcxi:xj þ CÞd Polynomial

expð�cjxi � xjj2Þ RBF
tanhðcxi:xj þ CÞ Sigmoid

8>><
>>:

9>>=
>>;

(4)

where K is the kernel function defined as K(xi, xj ) = φ(xi).φ(xj) which transforms non-linear sample data
points to higher dimension space for better predictions and Xi, Xj are n dimensional inputs. The
parameters of the genetic algorithm were initialized and represented in Tab. 2.

The first parameter is the maximum number of generations which varies from 1 to 100. The random
population of size n was generated during the initial evolution process. So the solution at step t = 0 is
{s1

(0), s2
(0), s3

(0), …, sn
(0)}. At step t, the fitness value of individual member of the population, f ðsðtÞi Þ,

was computed and based on the fitness value, probabilities qðtÞi were assigned to every individual. The
new reproducing population was generated from the list of individuals whose surviving probability

equals to qðtÞi using selection with replacement. From the reproducing population, the new population
{s1

(t+1), s2
(t+1), s3

(t+1), …, sn
(t+1)} was formed using crossover and mutation operators. Now set the t value

as t + 1 and the algorithm returned to the fitness evaluation step. The evolution step of the algorithm was
executed until the convergence criteria had been met and finally returned the solution s* = arg max oi

(t)

f(si
(t)) as optimum.

The performance study of the proposed mRMRe-GA method was carried out with other existing
algorithms. The classification accuracy was calculated against the number of genes and compared with
different algorithms. The accuracy was calculated as the ratio between correct decisions and total samples
in the given microarray gene expression dataset. It gave the overall accuracy of the classifier. The various
performance parameters considered for the analysis of mRMRe-GA method is given in Tab. 3.

Based on these parameters, the classification accuracy was defined in terms of positives and negatives as

ClassificationAccuracy ¼ ðTP þ TNÞ
ðTP þ FN þ TN þ FPÞ (5)

6.2 Results and Discussion

6.2.1 mRMRe
The mRMRe was used to select the topmost informative genes from four microarray benchmark

datasets, and SVM classifier was employed for classification, which resulted in highest accuracy. To
implement the SVM, the package ‘e1071’ was used. The model was assessed using the LOOCV method.

Table 2: Genetic algorithm parameters

Parameter Value

Maximum No. of generations 1–100

Population per generation 20

Probability of crossover 0.8

Probability of mutation 0.1
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The accuracy of the SVM classifier with different kernel functions against the number of selected genes is
given in Tab. 3. From the experiment, it was observed that the RBF kernel performed better for microarray
classification, but in Nahar et al. [7]. The authors used polynomial kernel as the kernel function for their
experiment because it out performed well for eight out of nine datasets. From the results, it was observed
that for high-dimensional dataset, RBF kernel outperformed which was better than polynomial kernel
although cancer classification is non-linear. The performance of the SVM classifier with different kernel
functions is given in Tab. 4.

Table 3: Details of performance parameters

Name of the parameter Condition Definition Explanation

Positive Negative

TPR-True Positive Rate
(sensitivity)

TP-True
Positive

FP-False
Positive

TP/(TP +
FP)

The closer to 1, the better. TPR =
1 when FP = 0.

TNR-True Negative Rate
(specificity)

TN-True
Negative

FN-False
Negative

TN/(TN +
FN)

The closer to 1, the better. TNR =
1 when FN = 0.

FPR-False Positive Rate FP-False
Positive

TN-True
Negative

FP/(FP +
TN)

The closer to 0, the better. FPR =
0 when FP = 0.

FNR-False Negative
Rate

FN-False
Negative

TP-True
Positive

FN/(FN +
TP)

The closer to 0, the better. FNR =
0 when FN = 0.

Table 4: The performance comparison of SVM kernel functions

Dataset No. of genes Accuracy of SVM with different kernel functions

Linear Radial basis Polynomial Sigmoid

Colon 5 87.10 87.10 75.81 88.71

10 85.48 90.32 64.52 88.71

20 88.71 90.32 64.52 88.71

30 83.87 90.32 64.52 90.32

40 87.10 90.32 64.52 90.32

50 83.87 90.32 64.52 90.32

60 83.87 88.71 64.52 90.32

70 80.65 88.71 64.52 88.71

80 82.26 88.71 64.52 87.10

90 82.26 88.71 64.52 88.71

100 82.26 88.71 64.52 88.71

DLBCL outcome 5 82.76 81.03 55.17 68.97

10 86.21 87.93 55.17 82.76

15 91.38 98.28 55.17 89.66

20 91.38 91.38 55.17 87.93
(Continued)
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The performance of the SVM classifier with genes selected from mRMRe is shown in Fig. 6. The top
100 informative genes were selected from the original set of genes using mRMRe. These genes were fed into
GA to obtain the best set of informative genes that produced the highest accuracy. The samples were
classified using SVM classifier, and the LOOCV method was used to measure the classifier accuracy.

Table 4 (continued)

Dataset No. of genes Accuracy of SVM with different kernel functions

Linear Radial basis Polynomial Sigmoid

30 84.48 89.66 58.62 87.93

40 84.48 89.66 55.17 89.66

50 87.93 94.83 62.07 86.21

60 87.93 93.10 55.17 89.66

70 87.93 91.38 55.17 93.10

80 86.21 91.38 55.17 87.93

90 89.66 91.38 55.17 87.93

100 87.93 93.10 55.17 89.66

Leukemia 5 94.44 100 83.33 98.61

10 94.44 97.22 93.06 97.22

20 97.22 97.22 91.67 97.22

30 95.83 94.44 94.44 97.22

40 98.61 98.61 94.44 95.83

50 98.61 95.83 94.44 93.06

60 98.61 98.61 94.44 95.83

70 98.61 97.22 91.67 98.61

80 98.61 98.61 90.28 95.83

90 98.61 97.22 91.67 95.83

100 98.61 98.61 90.28 97.22

Prostate 5 87.25 87.25 50.98 86.27

10 83.33 92.16 50.98 91.18

20 90.20 97.06 50.98 98.04

30 95.10 97.06 50.98 91.10

40 93.14 98.04 50.98 98.04

50 97.06 98.04 50.98 98.04

60 97.06 97.06 50.98 99.02

70 99.02 100 88.24 99.02

80 100 100 94.11 100

90 98.04 99.02 97.06 99.02

100 98.04 100 95.10 99.02
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In common, the classification accuracy increased with the number of selected genes, but in some cases, it
decreased. For Leukemia dataset, the classifier gave 100% accuracy with 5 genes whereas the accuracy
decreased while increasing number of genes. For prostate, the classifier provided 100% accuracy for top
70 and 80 genes, but for top 75 genes, it provided 99.02%. For DLBCL data set, the classifier produced
the highest accuracy as 98.28% for top 15 genes. It decreased to 91.38% as the number of genes
increased to 20. For colon data set, the highest accuracy 93.55% was observed at top 15 genes. Finally,
these top informative genes were given as the input to the GA to identify the bio-marker genes that could
classify the cancer data at its best.

6.2.2 mRMRe-GA
The performance of the mRMRe-GA method is compared with other gene selection methods for four

microarray datasets as given in Fig. 7. For Colon, mRMRe-GA gives 100% accuracy with only 3 selected
genes whereas mRMRe provides a maximum of 93.55% with 15 genes. The GA produces a maximum of
93% accuracy with 10 genes, whereas mRMR-GA gives a maximum of 95% with 5 genes. The mRMR
gives a maximum of 85% with 5 genes.

For DLBCL outcome dataset, mRMRe-GA gives 100% accuracy with only 5 selected genes whereas
mRMRe produces a maximum of 98.28% with 15 genes. The GA produces a maximum of 90% accuracy
with 40 genes whereas mRMR-GA gives a maximum of 90% with 45 genes. The mRMR gives a
maximum of 85% with 5 genes. For Leukemia, mRMRe-GA gives 100% accuracy with only 3 selected
genes, whereas mRMRe provides 100% with 5 genes. The GA and mRMR-GA provide 100% accuracy
with 15 genes, whereas mRMR gives 100% with 45 genes. For Prostate dataset, mRMRe-GA gives
100% accuracy with only 5 selected genes, whereas mRMRe produces a maximum of 99.02% with
45 genes. The GA provides a maximum of 91.18% accuracy with 15 genes, whereas mRMR-GA gives a
maximum of 96.08% with 45 genes. The mRMR gives a maximum of 90.20% with 50 genes.

The various performance measures of the proposed mRMRe-GA method is given in Tab. 5. It is that the
method has achieved 100% classification accuracy for all datasets considered in this study with the minimum
number of selected genes. Similarly, it has achieved 100% sensitivity and specificity. The p-value and kappa
value indicate the significance of the proposed method.

Tab. 6 presents the results of the mRMRe-GA method and other cancer classification methods for four
microarray datasets. For Colon dataset, the mRMRe-GA method achieves 100% classification accuracy with
4 genes, whereas the COA-HS and GADP methods achieve 100% classification accuracy for 5 and 8 genes
respectively. For Leukemia dataset, the mRMRe-GA method achieves 100% classification accuracy with
3 genes, whereas other works select more genes to give the same accuracy except for AACO method.

Figure 6: The performance of the SVM classifier with genes selected from mRMRe
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AACO method also achieves 100% accuracy for 3 genes. For Prostate and DLBCL outcome datasets, the
proposed method outperforms the existing methods and gives 100% classification for 5 and 6 genes
respectively. The COA-HS method shows similar performance with the proposed method for 5 genes.

Figure 7: Comparison of the mRMRe-GA method with other gene selection methods for four microarray
datasets (a) Colon (b) DLBCL outcome (c) Leukemia (d) Prostate

Table 5: The performance measures of the proposed mRMRe-GA method for four microarray datasets

Dataset # Genes Accuracy (%) Sensitivity (%) Specificity (%) p-value Kappa value

Colon 4 100 100 100 2.542e − 05 1

DLBCL outcome 6 100 100 100 1.209e − 04 1

Leukemia 3 100 100 100 7.874e − 06 1

Prostate 5 100 100 100 2.887e − 08 1
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7 Conclusion

In this paper, a new gene selection method combining mRMRe and GA is proposed which produces
100% classification accuracy for four microarray datasets with the minimum number of selected genes.
Initially, mRMRe gene selection technique is used to extract useful genes which have a minimum
redundancy and maximum relevance with the class label. The extracted genes are then fed into to GA,
which uses Mahalanobis distance as the distance measure, and it calculates the Mahalanobis distance for
each chromosome with the class label in the population. This identifies the highly informative genes, and
then the classification model is built using SVM classifier. The performance of the developed model is
analyzed using the LOOCV method. The results are compared with other methods for four microarray
datasets. The proposed mRMRe-GA method achieves better accuracy over other methods and attains
optimal biological interpretations.

Funding Statement: The authors received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the
present study.

Table 6: Comparison of the mRMRe-GA with other methods

Algorithms Colon DLBCL outcome Leukemia Prostate

#Genes #Genes #Genes Accuracy #Genes Accuracy #Genes Accuracy

mRMRe-GA 4 100 6 100 3 100 5 100

GBC (Alshamlan et al.
[15])

10 98.38 4 100

mRMR-ABC (Alshamlan
et al. [17])

15 96.77 14 100

Co-ABC (Alshamlan
[16])

9 96.77 3 100

COA-HS (Elyasigomari
et al. [23])

5 100 6 100 5 100

GA (Peng et al. [18]) 12 93.55 6 100

mRMR-GA (Akadi et al.
[21])

5 95.61 45 87.93 15 100 50 96.08

PSO (Shen et al. [19]) 20 85.48 23 94.44

mRMR-PSO (Abdi et al.
[20])

10 90.32 18 100

GA-SVM (Gunavathi
et al. [22])

10 95 10 77.27 10 95.45 10 92.68

AACO (Xiong et al. [5]) 4 96.77 3 100

GADP (Lee et al. [4]) 8 100 5 100

CS (Gunavathi et al. [6]) 10 95 10 72.72 10 95.45 10 92.68
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