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Abstract: Contemporary vision and pattern recognition issues such as image,
face, fingerprint identification, and recognition, DNA sequencing, often have a
large number of properties and classes. To handle such types of complex pro-
blems, one type of feature descriptor is not enough. To overcome these issues, this
paper proposed a multi-model recognition and classification strategy using multi-
feature fusion approaches. One of the growing topics in computer and machine
vision is fruit and vegetable identification and categorization. A fruit identification
system may be employed to assist customers and purchasers in identifying the
species and quality of fruit. Using Convolution Neural Network (CNN), Recur-
rent Neural Network (RNN), and Long Short-Term Memory (LSTM) deep learn-
ing applications, a multi-model fruit image identification system was created. For
performance assessment in terms of accuracy analysis, the proposed framework is
compared to ANFIS, RNN, CNN, and RNN-CNN. The motivation for adopting
deep learning is that these models categorize pictures without the need for any
intervention or process. The suggested fruit recognition method offers efficient
and promising results, according to the findings of the experiments in terms of
accuracy and F-measure performance analysis.
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1 Introduction

Fruits are an essential part of a balanced diet and provide many health advantages. Many kinds of fruits
are available all year, while others are only available during certain seasons. Agriculture continues to be a
major contributor to India’s economy. Agricultural land accounts for 70% of the land in India. India is
rated 3rd among the world’s leading fruit producers. As a result, employing deep learning systems to
classify fruits is advantageous for both marketers and consumers. Computer science and information
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technology are becoming increasingly engaged in the agricultural industry in the current situation. To offer
high-quality fruits to customers, artificial intelligence and various soft computing-based methods are utilized
for fruit categorization.

Fruit categorization and identification software are essential since it aids in the improvement of fruit
quality. In the market, recognizing a fruit is a difficult job. It’s tough to categorize and price anything
manually. Manually counting ripe fruits and evaluating their quality is a difficult job. Some significant
issues with fruit production, marketing, and storage include increasing labor prices, a lack of trained
employees, and lower storage costs, among others. The Soft computer vision system offers important
information on the variety and quality of fruits, lowering costs, ensuring quality maintenance standards,
and providing essential information. The main soft computing methods for creating computer-assisted
recognition systems include artificial neural networks (ANN), fuzzy logic, and evolutionary computation
models. ANN has the proclivity to learn from samples and classify previously unknown patterns.

One of the most recent trends in the field of computer vision is fruit identification and categorization.
The number of features, kinds of features, selection of features from extracted data, and type of classifier
employed all influence the accuracy of a fruit identification system. Fruit images taken in poor weather
have lesser quality and conceal visible features. As a result, fruit image enhancement techniques are
required to increase the nature and features of fruit images.

Fruit categorization and identification Fruit categorization has been identified as one of the burgeoning
fields of computer science. The fruit classification system’s accuracy is determined by the quality of the
collected fruit images, the number of extracted features, the kinds of features, and the selection of
optimum classification features from the retrieved features, as well as the type of classifier employed.
Images were taken in poor weather reduce the visibility of the obtained fruit images and conceal key features.

Classification and recognition are effective tools for classifying fruit images and determining what kinds
of fruits they include. On the other hand, color image classification methods suffer from poor visibility issues,
particularly in low-light situations [1,2]. Image enhancement methods help to improve the visual superiority
of images, making them more valuable for future vision applications [3].

In [4], the authors presented a method for counting and recognizing fruits from images in cluttered
greenhouses. Bag of words data approach used to recognize peppers. A support vector window is
allocated at the initial stage to provide better image information for recognition. Image identification and
classification are important goals in image processing, and they have gotten a lot of attention from
academics in recent years. In the form of shape, size, color, texture, and intensity, an image carries
information about various scenes.

There is a possibility that some noise will be added to the obtained image during acquisition. This may
be capturing, transferring, or saving. Reasons may be the improper shuttering speed of the camera during
image capturing, inadequate light, and non-linear mapping of the image intensity. Precise classification of
various fruits is an important topic in recent times [5]. Many researchers have done very much work in
the automatic classification of fruits and vegetables. Automatic classification helps buyers and sellers in
different ways. Seller identifies the variety and rate list from the classifier. Buyers automatically check the
price list and variety of the specific fruit with the support of an automatic classification system, which is
manually difficult to sort and buy.

The rest of the paper is described as Related work is discussed in Section 2. The proposed work
methodology is discussed in Section 3. Image classification feature fusion is discussed in Section 4.
Experimental results are discussed in Section 5. The conclusion is discussed in Section 6.
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2 Related Work

Many recognition and classification systems can be found in the literature survey to automatically
inspect the fruits for diseases detection, a maturity phase, and category recognition, etc. The method used
by [6] to classify the bananas by hue channel and CIElab. The particle swarm optimization (PSO)
algorithm involved tuning the fuzzy parameters. [7] used a multi-class kernel support vector machine (k-
SVM) for the classification of fruits. SVM’s were trained using 5-fold stratified cross-validation with the
reduced feature vector. Color, texture, and shape features combination were used during the classification
procedure. [8] recognize fruit form images deep learning to identify strengths and weaknesses of a
classification scheme for standard datasets. In this work, 60 different fruit varieties are recognized from
38409 images. The essential condition of fruit recognition is to select a high-quality image dataset. [9]
classify fruits by wavelet-entropy and a feed-forward neural network trained by fitness-scaled chaotic
ABC and biogeography-based optimization algorithm. classification performance for 1653 fruit images
from 18 different categories shows the superiority of the classification scheme with the state-of-the-art
schemes. [10] automatically classify fruits and vegetables based on a unified approach by combining
features for training and classification.

Convolution Neural Network (CNN) is a special multi-layered feed-forward unsupervised neural
network designed to deal with image classification [11]. The convolution layer of the convolutional
neural network (CNN) is also called the feature extraction layer. In the proposed work, fruit image
features are extracted using CNN to originate coarse and fine labels. distinct optimal features are labeled
to classify the fruits [12]. CNN is a multi-layered neural network, specifically used to extract image
features without concerns about feature selection problems. CNN is good for extracting features
immediately from collected images, while RNNs are superior for jobs where sequential modeling is more
essential. Based on the above description, it makes sense to use a CNN for classification tasks such as
sentiment classification, where sentiment is usually determined by a few key phrases, and RNNs for
sequence modeling tasks such as language modeling, machine translation, or image captioning, where
context dependencies must be modeled flexibly. CNN can learn to categorize a sentence or a paragraph,
while RNNs are typically excellent at predicting what follows next in a sequence.

Recurrent Neural Networks (RNNs) are a kind of Neural Network in which the output from the previous
step is used as input in the current phase. Sequence Classification, Sentiment Classification, and Image and
Video Classification are the most common applications for RNNs. RNNs are a kind of artificial neural
network in which nodes’ connections form a directed graph in sequential order. It is essentially a chain of
neural network pieces connected. Each one is sending a message to the next in line. An RNN is taught to
identify patterns over time, while a CNN is taught to recognize patterns across space.

Hoch Reiter and Schmid Huber developed long short-term memory (LSTM) networks in 1997 as shown
in Fig. 1, and they have set accuracy records in a variety of application areas. Automatic picture captioning
was enhanced using LSTM and CNN. There have been attempts to speed LSTMs using hardware
accelerators because to the compute and memory overheads of executing them.

2.1 Motivation

After the detailed analysis of the existing classification techniques, the following shortcomings are
investigated:

1. Most existing classification approaches may suffer from spectral reflectance values.
2. Heterogeneous nature of images is also a major barrier during classification, which results in poor

classification results.

3. Shape, color, texture, and intensity similarity among species of distinct fruits.

IASC, 2022, vol.33, no.1 639



4. Extremely high variation in one type, which relies on the fruit maturity and ripeness stage.

This paper presents the multi-model CNN-RNN-LSTM deep learning framework for fruit image
classification to overcome the above-mentioned shortcomings.

2.2 Contribution

The multi-model fruit classification model is developed using deep learning applications. In the
proposed work, CNN is used to extract features with the help of convolution layers. Optimal features
extracted are then labeled using RNN. RNN labels the extracted features based on the category of fruits.
Labeling is done by the fine and coarse strategy of the recurrent model. LSTM is used to classify the
fruits by optimal features extracted and selected by CNN and RNN.

The main contributions of the paper are as follows:

� Utilization of deep learning applications: CNN, RNN, LSTM to classify the fruit images,

� CNN, RNN, LSTM combined to develop a multi-model fruit recognition, generally used for
recognition and classification of signals, texts, and speech. This work investigates all these
approaches to perform recognition and classification of fruits.

� The experiment performed using the proposed approach obtained quite efficient and promising fruits
classification results.

3 Methodology

The proposed framework uses multi-modal deep learning based on fruit recognition. Fruit images are
recognized using a multi-model classifier. A multi-model classifier is employed to train fine and coarse
labels. The Convolution Neural Network is utilized to develop discriminative characteristics, and the
Recurrent Neural Network (RNN) is utilized to develop sequential labels, and LSTM is involved in
classifying the fruits by optimal extracted and labeled features.

In general, image recognition and classification rely on a combination of structural, statistical, and
spectral approaches. Mean, variance, and entropy measures are primarily used during statistical
measurements. For object recognition and identification, structural analysis is utilized. To recognize
images based on intensity, texture, and color features, spectral approaches are involved. Sometimes, it is
unusual to classify images using the same.

Figure 1: LSTM architecture
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To address the aforementioned problems, this article uses CNN, RNN, and LSTM deep learning
methods to classify and identify fruit images. The proposed simulation and experiment work for fruit
recognition using deep learning applications is divided into the following phases.

3.1 Image Acquisition

For experiment and simulation work, the preliminary step is to acquire images. After image acquisition,
images are selected and then set images size. For experiment work, it is essential to sort images according to
size. For simulation, it is mandatory to set parameters for classification. Due to the heterogeneous nature of
fruits, it is mandatory to classify them based on specific features. Intensity and texture classification is a
challenging task, which is efficiently handled by CNN.

3.2 Pre-processing

Pre-processing performs at the abstract level on the fruit images. The main task is to improve the
intensity levels to overcome the issues of unwanted distortions and to enhance those parts of the acquired
image that are further used during features selection and extraction processing [13].

3.3 Feature-extraction

The best features are retrieved after pre-processing. The real numbers produced by applying some
mathematical expression to image data are referred to as features. In recognition applications, choosing
features is the most important job. Based on the performance of classifiers, optimal feature subset
selection improves the recognition system’s classification rate and accuracy.

3.4 Image Classification

A classification problem deals with recognizing a given input with one of the distinct classifiers. In the
proposed study, deep learning applications are involved to classify the fruit images. Fruit image
Classification procedure includes image enhancement, object detection, recognition, and classification.

3.5 Evaluation

Evaluation is the final step during image classification. Multi-model is tested for the fruit image
classification process in the proposed work.

Following Fig. 2 shows the phases of the proposed image classification multi-model deep learning
model.

4 Proposed Fruit Classification Multi-Model

We proposed CNN, RNN, and LSTM deep learning algorithms for the recognition of fruits. In recent
times, deep learning becomes a popular recognition and classification scheme for images. Deep learning
is an Artificial neural network unsupervised learning branch, emerged as a promising technique for image
recognition and classification in recent times.

The primary aim of the proposed classification scheme is to label the hierarchical labels of the fruit
images. CNN is mainly used to extract features and then label them by coarse and fine. RNN distinct the

Figure 2: Phases of the proposed work
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extracted features by dynamic behavior development. LSTM classifies the fruit images by extracting and
labeling fruits based on optimal features by CNN and RNN respectively. LSTM is combined with RNN
by a memory cell to train the proposed classifier [14]. CNN consists of input, convolution, pooling, and
fully connected layers. Fig. 3 shows the convolution neural network for image feature extraction.

Feature extraction by convolution layer has several layers to extract different features. To extract features
from available layers, the following equation is used:

xij ¼ f
X
uMi

�kij þ bij

 !
; (1)

where, xij denotes the feature map in the jth layer of the network, kij represents the j
th convolution filter, Mj is

the set of features map.

A Convolution neural network-oriented generator is used to generate coarse and fine labels in
the proposed study. We updated Y. Guo et al. [15] earlier work in by replacing the final layer of the
traditional CNN structure with two layers (Fine and Coarse) and providing supervisory signals to the
coarse and fine categories independently. CNN is unable to take advantage of the interaction between two
supervisory signals on its own. In this scenario, a CNN-based developer will be unable to classify the
hierarchical labels if the hierarchy has an adjustable size.

RNN is a kind of artificial neural network that may hierarchically generate dynamic length labeling.
between the edges, units form a directed cycle (see Fig. 4). It develops the temporal nature with dynamic
sequences of varying sizes that refuse to vanish, as well as exploding gradient issues, as gradients must
propagate down many layers of RNN. As a result, it is unable to create long-term dynamics. Due to their
extremely dynamic nature, recurrent neural networks emerged, while multilayer feed-forward networks
have static mappings. RNNs have been utilized in a variety of fields and have applications in associative
memory, optimization, and generalization. RNNs are best for classifying time-series data because the
feedback and current value are fed back into the network, and the output includes traces of values stored
in the memory, which improves classification performance and provides better results than conventional
feed-forward networks.

The LSTM architecture is a kind of RNN. LSTMs were created to represent temporal sequences, and
RNNs’ long-range dependencies and memory backup play a critical role, making them more accurate and
effective than traditional RNNs as shown in Fig. 4. The technique is used after the data has been pre-
processed, which includes the removal of undesirable, missing, and null signal values Therefore, LSTM
is used in the proposed framework to overcome the issues with RNN. LSTM provides a solution by

Figure 3: Convolution neural network feature extraction model
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adding a memory cell (C) to encode knowledge at each step every time as shown in the figure. The working
of the memory cell is controlled by an input gate (It), Forget gate (Ft), and Output gate (GT). Input read
during classification is monitored by these gates. These control gates also help the LSTM to go through
the input to a hidden state of deep learning unsupervised architecture input without any effect on the output.

The gates and updating of LSTM at t are defined as:

it ¼ sðWxixt þWhiht�1 þWvivþ biÞ (2)

ft ¼ rðWxf xt þWhf ht�1 þWvivþ bf Þ (3)

ot ¼ rðWxoxt þWhoht�1 þWvov þ boÞ (4)

gt ¼ cðWxcxt þWhcht�1 þWvivþ bcÞ (5)

ct ¼ ft � Ct � 1þ it � gt (6)

ht ¼ ot � cðctÞ (7)

where� represents the product operation, Σ s the sigmoid function ðrðxÞ ¼ ð1þ e� xÞ � x� 1Þ and γ is the
hyperbolic tangent function ðcðxÞ ¼ ex�e�x

exþe�x.

The definition for other symbols is: it, ft, ot, and gt denote the input gate, forget gate, output gate, and
input modulation gate, respectively. x, h, v, and, c represent the input vector, hidden state, image visual
feature, and memory cell, respectively.

During classification training of the multi-model, we use the soft-max function to optimize the
assumptions about coarse and fine labels collectively. The proposed training model uses the following
equation.

Loss ¼ � 1

N

XN
i¼1

XT
t¼1

XCþF

j¼1

1fxit ¼ jg logpj

 !
(8)

The main objective of the proposed technique is to develop hierarchical labels for fruit images. The
labels are calculated in a coarse-to-fine pattern. To finish it, C (coarse) is combined with F (fine) as super-
categories. These labels may provide useful information for predicting the appearance of finer labels [16].

Figure 4: LSTM+RNN architecture
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Our proposed scheme defines the super categories of fruit image features along with training and
classification. Classification has efficient results for different lengths without the need to design distinct
classification networks for different feature categories.

In the proposed fruit model, CNN is used to extract optimal image features. Features are extracted from
various fully connected layers of CNN. RNN is used to label the best-extracted features, and LSTM is then
used to categorize the fruits based on the best features.

As shown in Fig. 5, we developed a novel multi-model classification scheme by combining fully
connected layer CNN, soft-max, and classification layers RNN+LSTM [17].

4.1 Image Classification and Feature Fusion

The objective here is to improve the overall classification process by combining the set of all features.
The divide and conquer approach is used here to avoid the feature mapping problem. The proposed approach
is called multi-feature mapping. CNN, RNN, LSTM proposed model combines all the acquired, selected, and
classification features.

As per the literature review, the proposed approach is novel and was not used before for feature
classification and fusion. We train the classification model using three different classes. Class one is CNN
oriented, where features are extracted. Class second is RNN oriented, where we divide the acquired
features into categories to select the optimal and matched features. Finally, the class third is a
classification based on LSTM. The complexity of the detection issue at test time and the variability
contained within the training dataset determine the representational capacity of features retrieved by a
CNN. It is anticipated that an intelligent integration of both modalities of characteristics would result in
improved detection performance [18].

The method of feature fusion is extensively utilized in a variety of fields, including image recognition
and classification. Feature fusion aims to extract the most discriminative information from many input
characteristics while also removing redundant data. In the field of image classification, feature fusion
methods are divided into two categories: serial feature fusion and parallel feature fusion [19].

Let X, Y, and Z represent three feature spaces, Ω represent the pattern sample space, and ξ represent a
randomly chosen sample in Ω. Furthermore α, β and γ are the feature vectors of ξ where α€X, β€Y, and γ€ Z,
respectively. We use a weighted serial feature fusion technique to merge three feature vectors in the suggested

Figure 5: Proposed multi-model fruit classification model
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method, which modifies the serial feature fusion strategy. After normalization, we name the feature vectors of
the global, appearance, and texture features f1, f2, and f3, respectively [20–23].

Then (10), where w1, w2, and w3 are the weights of f1, f2, and f3, respectively, yields the fusion
feature F.

F ¼
W1 f 1
W2 f 2
W3 f 3

2
4

3
5 (9)

The values of weights w1, w2, and w3 are set by one recognition layer of f1, f2, and f3, which are
denoted by A1, A2, and A3, respectively. We calculate w1, w2, and w3 using (10) to (12).

W1 ¼ A1

A1þ A2þ A3
(10)

W2 ¼ A2

A1þ A2þ A3
(11)

W3 ¼ A3

A1þ A2þ A3
(12)

To evaluate the performance of the proposed fruit recognition and classification model, accuracy and f-
measures are presented. Tab. 1 shows the performance in terms of accuracy, sensitivity analysis, precision,
and recall of classification models for different fruit images (Tab. 1).

5 Experimental Results and Discussions

In the quest for finding the best fruit classification and recognition model, this paper analyzes various
features for fruit recognition. Intensity, texture, shape-based, and size descriptors are used. For training
and testing, existing classification schemes are compared with the proposed one. We perform our
experiments on 10 fruit images. The performance analysis and quantitative analysis are discussed in the
subsequent sections. The proposed scheme outperforms CNN, RNN, ANFIS, and RNN-CNN with the
help of accuracy analysis and F-measure.

5.1 Performance Analysis

Amulti-model fruit classification scheme has been implemented on Intel Core i3-4005U (1.7 GHz, 3MB
L3 cache) processor and MATLAB tool 2013A to design the simulation environment. It has been observed
that the experimental results of the proposed scheme outperform existing techniques during fruit
classification.

Table 1: Performance results of the proposed model

Image (size) AC % PR % SE % SP %

Red apple 98.51 99.07 94.57 96.89

Green apple 98.54 99.78 94.32 96.02

Golden apple 98.56 99.07 94.22 96.34

Guava 98.03 99.45 94.09 96.27

Orange 98.23 99.58 94.91 96.89
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5.1.1 Accuracy Analysis
When applied to data, accuracy is a performance metric of an image classification that represents the

proportional number of times the created model is accurate. Some assess the accuracy of fruit data via
image classification [24–28].

In the same way, the number of 0’s determines the error rate. The accuracy can be computed as:

Accuracy ¼ TP þ TN
TP þ TN þ FP þ FN

(13)

where Tp + Tn + Fp + Fn defines true positive, true negative, false positive, and false negative, respectively.
Therefore, accuracy ranges from 0 to 100. The proposed scheme has more accuracy as compared to the
existing schemes.

Fig. 6 represents the accuracy analysis of the multi-model classifier and existing fruit classification
schemes. It has been observed that the proposed technique outperforms others because proposed scheme
has a better accuracy rate.

5.1.2 F-Measure
F-measure is used to evaluate the accuracy of the proposed classification scheme as shown in Fig. 7. F-

measure consists of p(precision) and r(recall). Matching positive results are defined by p and dividing the
number of all positive results by r, which is the number of all positive matching results. F-measure is
harmonic mean for all p and r values.

Figure 6: Accuracy analysis

Figure 7: F-measure
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Here 1 value for F measure means best classifier result and 0 means worst classification results. Precision
is the fraction of relevant values among the obtained values and recall is the fraction of relevant values that
have been obtained from the total obtained classification values. Precise is positive value and recall is called
sensitivity during the classification process.

F-measure is defined as:

F measure ¼ 2 � Precision � Recall

Precisionþ Recall
(14)

Precision and recall are defined as:

Precision ¼ TP
TP þ FP

(15)

Recall ¼ TP
TP þ FN

(16)

Sensitivity
Sensitivity is true positive rate having best classification values as shown in Fig. 8 and is defined as:

Specificity ¼ TP
TP þ FN

(17)

True positive (TP), means obtained values are correct and classifier rate is best and classification is
correctly done (best). False-positive (FP) means values are not correct but classification results are still
good (average). False-negative (FN) means values are correct but the classification is poor (worst).

Specificity
Specificity is true negative rate having average classification values as shown in Fig. 9 and is defined as:

Specificity ¼ TN
TN þ FP

(18)

True negative (TN) means values are not correct and classification is not correctly defined (worst). False-
positive (FP) means values are not correct but classification results are still good (average). False-negative
(FN) means values are correct but the classification is poor (worst).

Figure 8: True positive rate (sensitivity)
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5.2 Discussion

Our work aimed to recognize fruits automatically from images. During recognition, the main challenge
is that fruits have heterogeneous nature due to color, intensity, and texture features. In the earlier research
related to fruit recognition and classification, several schemes were adapted. Each scheme has some
limitations, some approaches are appropriate during the initial classification of fruits based on shape and
size features but failed during texture recognition. Traditional fruit recognition approached failed during
the grading based on color and intensity levels.

To recognize fruit by setting benchmarks is failed during bad weather of environment. Seasonal changes
are also the major barriers to recognition and classification based on pre-planned methods. To overcome these
issues, deep learning can adopt the dynamic approach based on training features to classify based on best-
matched features.

In the proposed research project, deep learning applications: CNN, RNN, and LSTM are utilized to
recognize the fruits. Fruits are recognized in their intensity, texture, and shape features. The major benefit
of using the CNN approach for feature extraction does not require and hand-crafted feature extraction
policy. CNN utilizes different filters to extract the potential image features automatically.

RNN can label the automatic features quite efficiently. RNN uses the coarse and fine label facility to
recognize optimal features impressively. Train the deep learning fruit recognition model robustly.

The multi-model CNN-RNN-LSTM fruit classification model is compared with previous studies on fruit
and vegetable classification schemes. The proposed scheme has strong adaptability to the variances during
the features extraction and classification process.

6 Conclusion and Future Work

Sometimes, when handling complex classification problems, one feature descriptor is not enough to
justify the outcomes. Therefore, efficient and optimal feature fusion approaches become necessary. Some
classifiers are quite justified for normal classifications but do not properly handle the fruit classification
due to their diverse nature. This paper introduces a novel fruit recognition and classification strategy,
namely the multi-model CNN-RNN-LSTM approach.

In this paper, we proposed to ensemble CNN, RNN, and LSTM deep learning algorithms to classify the
fruits. Fruit classification is an important task in fruit recognition and classification. CNN extracts the image
features through different convolution layers. RNN labeled the distinct features and finally, LSTM classify
the fruits based on optimal extracted features. Extensive experiments have been done through 10 fruit images
by proposed and existing classification techniques such as CNN, RNN, ANFIS, and RNN-CNN on fruit

Figure 9: True negative rate (specificity)
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images. It has been concluded that the proposed classification technique outperforms existing image
classification techniques in terms of accuracy analysis and F-measure.

Future work will focus on exploring more functions for growth monitoring, ripeness detection.
Moreover, future work will investigate automatic grading and labeling of fruits in the A, B, C, D categories.
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