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Abstract: COVID-19 is a novel virus that spreads in multiple chains from one
person to the next. When a person is infected with this virus, they experience
respiratory problems as well as rise in body temperature. Heavy breathlessness
is the most severe sign of this COVID-19, which can lead to serious illness in
some people. However, not everyone who has been infected with this virus will
experience the same symptoms. Some people develop cold and cough, while
others suffer from severe headaches and fatigue. This virus freezes the entire
world as each country is fighting against COVID-19 and endures vaccination
doses. Worldwide epidemic has been caused by this unusual virus. Several
researchers use a variety of statistical methodologies to create models that exam-
ine the present stage of the pandemic and the losses incurred, as well as consid-
ered other factors that vary by location. The obtained statistical models depend on
diverse aspects, and the studies are purely based on possible preferences, the pat-
tern in which the virus spreads and infects people. Machine Learning classifiers
such as Linear regression, Multi-Layer Perception and Vector Auto Regression
are applied in this study to predict the various COVID-19 blowouts. The data
comes from the COVID-19 data repository at Johns Hopkins University, and it
focuses on the dissemination of different effect patterns of Covid-19 cases
throughout Asian countries.
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1 Introduction

The COVID-19 outbreak has been confirmed among 140 million people worldwide, with a mortality
rate of 3.05%. The mortality rate is gradually increasing, which is a worrying trend for all countries.
Based on the mode of spread and time, transmission is divided into four phases. In the case of a common
attempt to tackle the spread of this epidemic, each nation implemented various methodologies ranging
from staying at home, wearing masks, limiting movement, avoiding social events, constantly washing
hands, and sanitizing the environment. Many nations have implemented a condition of lockout to keep
civilians from moving about excessively. The health and economy of different countries were jeopardized
due to this societal distancing aspect and activity constraints. As a result, the GPD has dropped
drastically for all countries. When an individual is discovered to be sick is isolated and given medication
to help him heal. However, depending on the severity, this can lead to death or make people more
depressed. The coronavirus epidemic in Asian Countries has non-continuous functioning of society as an
entire, and everyone was asked to keep a reasonable distance to avoid this. Confirmed cases return from
surveillance at an early stage, followed by local broadcast. Elders are treated with great care, and people
with lower immunity are minors. The majoritarian infected is 45+ years based on demographics
environmental factors. People between the ages of 35 and 70 are disproportionately impacted. Everyday
COVID-19 predominance data is collected by Johns Hopkins University and updated on the Website
from February 22, 2020, to April 21, 2021 [1]. The information was decoded using Weka 3.8.43 and
Orange 4 [2]. To predict the potential results of the world’s COVID-19 pandemic, MLP, LR, and
VAR are used to Johns Hopkins University’s COVID-19 data set of 100 instances. The need of the
hour is forecasting, which aids in developing a more assertive approach to deal with the trenchant time
of the world due to this infectious disease. Humankind has seen many disease epidemics caused by
various invisible and invincible bacteria [3–5]; in this 21st century, the biggest challenge is the
Covid-19 epidemic. Fig. 1 depicts a graphic imperialist in action.

Artificial intelligence (AI) will help us deal with the issues posed by the COVID-19 pandemic [5,6].
However, it is not only the breakthrough that can affect but rather the knowledge and creativity of those
who use it. There is no question that the COVID-19 epidemic emergency would reveal some of the
significant AI shortages [7]. Machine learning, the most common form of AI, operates by detecting
patterns in previously recorded training data. We will take exercises from one case and adapt them to new
ones, using our dynamic data to make the best guesses about what would happen. On the contrary, when
the context or task changes only slightly, the computer intelligence system must fail without prior design.

As a result, the COVID-19 epidemic emergency will highlight the actual situation of AI: this is a
system, and the evaluation of AI in any situation will be determined by the personnel who develop and
use the AI. AI is in a current state of emergency. Gathering new training material under present
circumstances is one way to deal with novel situation problems. Every new data about our current
situation is crucial for human managers and artificial intelligence framework conditions to provide
information for our future decision-making. The more details we will share, the faster our situation will
no longer be novel, and we can find a path forward [8]. Artificial intelligence (AI) will help us deal with
the issues that the COVID-19 pandemic has brought up. However, the knowledge and creativity of the
people who use it, not just the invention, would be affected. To be sure, the COVID-19 emergency would
most likely reveal some of AI’s major flaws [9].
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Machine learning is the most common form of artificial intelligence, which identifies the patterns in the
training data that are being tested. People have a preference for humans over artificial intelligence. We should
take exercises from one context and extend them to new situations, building on our scientific knowledge to
come up with the best hypotheses on what could succeed or happen [10]. Surprisingly, simulated intelligence
systems must gain without any planning if the context or task shifts even slightly. Along these lines, The
COVID-19 emergency will include something that has always been associated with AI: it is a device.
In all cases, the calculation used is determined by the person preparing and using it. Human interaction
and growth would be particularly important in leveraging the intensity of what AI will do in the current
emergency [11,12]. Accumulating new teaching material under present circumstances is one way to deal
with the novel situation problem. Every new piece of data about our current situation is crucial for
clarifying our future decisions about human bosses and artificial intelligence structures. The more
convincing we exchange details, the sooner our situation is no longer fresh, and humankind finds a way
forward.

2 Related Work

Iwendi et al. [13] proposed a model that can use linear regression to predict the spread of the
COVID-19 Pandemic. Multilevel perceptions, vector, and autoregressive models provide epidemiological
case studies from Johns Hopkins University’s COVID-19 data set [1]. Yang et al. developed hierarchical
SEIR and SEIRS models to predict the peak and magnitude of the COVID-2019 pestilence. The author

Figure 1: History of pandemic
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utilizes an AI model created using evidence from previous Severe Acute Respiratory Syndrome (SARS)
outbreaks, revealing that the scourges will continue to spread in the future. Machine learning techniques
applied to stomach Computed Tomography images by Barstugan et al. [14], shows the early location of
COVID-19 as determined by the (WHO). Peeri et al. [15] use time series models and numerical detailing
to show a similarity of day level gauging models on COVID-19 influenced events [16]. Based on the data
released on February 22, 2020, Rizk-Allah et al. [17] proposed a new measurement model to analyze and
predict COVID-19 in the next few days. Rezaee et al. [18] use a hybrid method based on language
Failure Modes and Effects Analysis (FMEA), Fuzzy inference system and fuzzy data analysis model for
developing new assessment methods to resolve specific Risk Priority Number (RPN) errors and prioritize
your health (H), safety (S), and environment (E) may be referred to as either HSE. Navares et al. [19]
recommended predicting the need for rehabilitation clinics in Madrid to treat cardiovascular and
respiratory diseases based on bio meteorological markers. Cui et al. [20] developed and tested the
multiregional evolution (MRE) hypothesis using spectrum power as an indicator to predict monthly river
flow. Variable random Torky et al. [21] proposed an integrated blockchain framework that explores the
possibility of gradually using peer-to-peer blockchains and decentralized storage points to build new
architectures for verifying and separating obscure COVID-19 infection cases. Using an optimization
approach, Ezzat et al. [22] suggest GSA-DenseNet121-COVID-19, a novel technique based on a hybrid
Convolutional Neural Network (CNN, or ConvNet) structure.

3 Machine Learning for COVID-19

Linear Regression (LR) is a straightforward method that established the relationship between at least one
independent variable or explanatory variable and a dependent variable in statistical machine learning. LR is
the key form of regression analysis that received a lot of attention and is commonly used in practical
applications [23–25].

By fitting a straight condition to a dependent variable, LR depicts the relationship between two variables
[26–28]. One variable is treated as a dependent variable, while the other is treated as an independent variable.
The structure of an LR line is as follows:

X is an explanatory variable and Y is a dependent variable, b is considered as the slope of the line, a is
considered the intercepted (when X = 0, the value of Y)

And considering equation is

Y ¼ aþ bX (1)

A forward feed in the artificial neural network (ANN) called Multi-Layer Protection (MLP), MLP refers
to the forward feed of ANN, and the other refers to the different perceptions of layers, and it is used to solve
the complex problems.

The Multilayer perceptron formula considered as

f xð Þ ¼ �
Xm
i¼1

wixi þ b

 !
¼ � wTxþ b

� �
(2)

where the number of neurons in the previous layer is considered m, a random weight is considered w; the
input value is considered x, a random bias is considered b and the non-linear activation function is
considered �,

A vector autoregression (VAR) is a prediction calculation method used when at least two-time series
interact, i.e. the relationship between the periods is bi-directional.
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The formula for VAR is:

Yt ¼ a þ A1Yt � 1 þ A2Yt � 2 þ . . . þ ApYt � p þ et (3)

where Yt = (y1t, y2t… ynt)’: an (n × 1) vector of time series variables,

a: an (n × 1) vector of intercepts,

Ai (i = 1, 2… p): (n × n) coefficient matrices,

εt: an (n × 1) vector of unobservable that is error considered as white noise.

4 Experimental Results

Fig. 2 shows the data structure using Eqs. (2) and (3) as a function of weakly case, cumulative case, age,
report, severely, and death, and it is clear that some events are in such an early stage [25]. According to the
WHO, the world is currently in the second step, but the future will be in the third step, with very few cases
and a projection of them showing the possible work needed at this point of time [29]. The data set is
visualized by a proportions diagram using Eqs. (1) and (3), showing the proportions classification. Fig. 3
shows the features that are closely related to peak critical situations. This crosstab represents the interest
of the attribute pair, whereas a graphical method of visualizing frequencies [30,31]. Correlation is
extremely useful in determining the relationship between characteristics of records. Our data focuses on
confirmed cases rescued or decreased due to the COVID-19 outbreak in Asia Countries over the past two
months. Depending on the day (date), the probability of getting sick is very high, as the correlation value
is E+0.949, in Eqs. (4)–(6) are the associated between Pearson and the Spearman mechanism shown in
Fig. 4 [32,33]. The date attribute is much more crucial, so global social distancing measures have been
implemented [34]. In the case of COVID-19, the spread is usually simply through contact with the
person. Information about the effect and appropriate countermeasures to remember. Members of nations
around the world use various trials and errors to combat the severity of the disease.

The forecast provides relevant and consistent information about historical, current, and future events for
some mathematical and empirical methods. It helps to make smart decisions from all angles. There are two
types of approaches: qualitative and quantitative. The forecasting steps are as follows: Identify the factor
tasks first understand the problem, include a thorough review, setting a solid foundation, gathering
evidence based on the two previous phases, and forecasting the future for follow-up action, compare the
actual results to the expected economic and earnings applications include forecasting, budgeting, census,
and stock market research, performance forecasting, and many other areas. The medical profession is
excited to use foresight and forecast to help the growing number of people in need [35]. Yamana et al.
[36] include the prediction linear regression models, multilayer perceptron, and VAR for a data series t.
The VAR model is a more suitable analysis model in the multivariate time series that assist with inference
and policy analysis. It is more likely to be used in a practical forecasting scenario, but it has superior
forecasting performance. From a technical point of view, it is a model with an m-equation and m-
variables, in which the individual variable is explained using current and past values. Various parameters
of VAR start with the order of maximum autoregression. Various information criteria that contribute to
the optimization of the autoregressive order are the Akaike information criterion (AIC), the Bayesian
information criterion (BIC), Final prediction error (FPE). By adding and varying the constant, linear and
quadratic trends with forwarding forecast steps and confidence intervals [37–39]. The formula for
calculating AIC, BIC and FPE model is as follows:

AIC Pð Þ ¼ log X � Eð Þ þ 2P

N
(4)
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Figure 2: World covid-19
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BIC Pð Þ ¼ log X � Eð Þ þ P logN

N
(5)

FPE Pð Þ ¼ X � E N þ P

N � P
(6)

where N is considered as a number of an attribute in the system, X is considered as sample size, E is
considered as an estimate of a covariance matrix, P is the model of AIC, BIC, FPE.

5 Circumstantial Forecasting in World

Order four is used for visualization with the maximum auto regression sequence in the current
environment, followed by a piece of information mean value 85% criterion. The constant, linear and

Figure 3: COVID-19 country-wise proportions

Figure 4: Pearson and spearman correlation graph
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quadratic trend is introduced along with more than one step forward and a confidence interval (CI).
Figs. 5–12 from Tapia 2000, Days are assigned to the X-axis and the number of cases shown on the Y-axis.

Figure 5: Using LR method for COVID-19 confirmed cases prediction in India

Figure 6: Using MLP method for confirmed cases prediction of COVID-19 in India

Figure 7: Using LR method for prediction of COVID-19 confirmed, deaths, recovered cases in India
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Fig. 5 depicts the awaited confirmed cases with an 85% confidence interval based on LR and actual
confirmed case data. By interpreting the diagram, based on the current case records, it can be concluded
that reported cases will increase in the future. Fig. 6 depicts the confirmed cases estimated with an 85%
confidence interval based on real cases confirmed with MLP. The MLP chart shows the estimate of
reported cases in an exponential range based on 79 days of evidence. Fig. 7 depicts the awaited effects of
COVID-19 based on the verified confirmed cases, death, and recovery from LR with an 85% confidence
interval. The algorithm predicts that the number of reported cases will increase day by day based on the
input data. In Fig. 8, MLP is used to predict the impact of COVID-19 using real-world evidence for

Figure 8: Using MLP method for prediction of COVID-19 confirmed, deaths, recovered cases in India

Figure 9: LR for death cases prediction for COVID-19 in India

Figure 10: MLP for COVID-19 death cases prediction in India
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confirmed cases, deaths, and recovery with an 85% confidence interval. As MLP predicts, reported cases
would recede very slowly during recovery, and the fatality reports will fluctuate (i.e., sometimes sit might
be huge, sometimes it might be small. Fig. 9 depicts the awaited effects of death from COVID-19 based
on the evidence of fatality events, with 85% confidence intervals (CI) calculated using LR. Based on
current case statistics, the graph shows that cases will arise in the future.

Fig. 10 depicts the awaited effects of the deaths from COVID-19 using 85% confidence intervals based
on actual evidence of deaths obtained fromMLP. Based on current case records, Fig. 12 shows that cases will
arise in the future. Fig. 11 depicts the awaited COVID-19 impact based on the actual recovered occurrence of
the data with an 85% confidence interval per LR. From Figs. 13 and 14, we can deduce that the number of
cases will rise in the future. Fig. 12 depicts the recovered COVID-19 impact based on factual evidence for
recovered cases with a confidence interval of 5% CI at MLP. Fig. 13 depicts the VAR models predicted for
the next 69 days. The order of auto regression is 10, the knowledge parameters for AIC optimization are the
persistent and linear pattern of vectors, the CI for actual events, restored and fatalities, is 85%. We have given
details of the case by day 79, March 01, 2000. Tab. 1 shows the expected values of committed, deceased, and
convalesced patients using the current LR method starting with day 80, March 01, 2020, through the next
68 days, May 01, 2021. These are the expected values based on the input values. The estimated values in
Tab. 1 are used to create Figs. 5, 7, 9 and 11.

Figure 11: LR for recovered cases prediction for COVID-19 in India

Figure 12: MLP for recovered cases prediction for COVID-19 in India
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We have provided details of the case by day 79, March 01, 2020. Tab. 2 depicts the awaited values of
substantiated, deceased, and recovered patients using the MLP method from day 80, March 01, 2020, next
69, May 01, 2021. These are the expected system values based on the current input values. The waves for the
various cases in Fig. 13 are derived from the values in Tab. 3, which shows the next 69 days for the multiple
variables mentioned in the VAR model section. Figs. 14–16 depict the predicted COVID-19 Confirmed,
deaths, and recovered cases with an 85% confidence interval and MLP based on the actual positive
confirmed cases fatal, and recovered outcomes. Based on the current case statistics, the graph shows that
cases will increase in the future.

Figure 13: Forecasting using VAR model for COVID-19 confirmed deaths and recovered cases

Figure 14: MLP method for COVID-19 deaths cases of 10 most affected Asia Countries
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Table 1: LR method based predictions

Day Confirmed Death Recovered Day Confirmed Death Recovered

80# 7808.92 302.19 700.13 115# 22,104,623.27 491,914.12 1,832,867.82

81# 11,917.99 376.67 905.87 116# 12,262,871.21 824,095.54 297,887.88

82# 12,305.59 467.58 989.58 117# 32,223,941.03 907,747.97 2,883,964.11

83# 19,453.07 549.53 1377.01 118# 26,088,053.5 1,287,627.26 888,706.29

84# 18,735.18 712.15 1498.23 119# 45,318,195.77 1,546,165.90 3,910,095.79

85# 28,397.71 737.36 2008.82 120# 54,270,550.5 2,061,914.87 2,539,226.34

86# 26,173.88 1047.01 2211.58 121# 59,663,263.01 2,781,901.17 5,430,282.76

87# 40,693.32 1057.98 3010.66 122# 110,115,023.1 3,000,087.83 4,623,105.04

88# 33,589.51 1585.92 3068.47 123# 76,564,011.72 5,338,945.62 8,908,021.65

89# 58,063.80 1494.88 4390.64 124# 208,913,310.2 4,407,109.34 8,437,084.42

90# 40,907.15 2391.34 4007.60 125# 105,018,921.6 9,184,659.21 11,316,096.25

91# 89,552.70 2136.28 6300.44 126# 376,179,905.9 7,977,681.74 21,693,542.93

92# 56,788.32 3703.99 5452.63 127# 147,903,976.7 14,566,390.58 8,248,606.34

93# 150,798.48 3209.93 10,169.88 128# 678,769,292.3 13,945,117.80 44,782,374.75

94# 84,839.09 5786.47 7729.75 129# 206,994,172.5 26,395,041.51 15,096,328.41

95# 245,521.95 4756.97 16,783.85 130# 1,175,630,806 20,155,810.16 61,306,415.72

96# 110,746.31 8962.08 10,547.63 131# 421,594,206.9 48,380,620.38 43,388,724.32

97# 379,351.00 6708.71 25,592.98 132# 1,789,529,536 37,486,842.02 105,515,960.70

98# 136,377.15 14,375.22 14,343.03 133# 1,126,792,896 68,783,982.59 26,769,355.21

99# 598,986.64 9748.22 39,795.53 134# 2,580,310,966 90,083,114.30 267,434,162.00

100# 170,331.70 22,784.25 18,615.60 135# 2,401,726,195 95,456,946.49 18,098,564.29

101# 971,945.81 14,914.70 66,243.59 136# 4,155,239,685 155,874,755.40 376,863,037.50

102# 209,563.81 35,443.29 22,243.92 137# 4,596,816,690 204,946,361.70 295,475,200.70

103# 1,582,344.50 22,716.37 108,988.04 138# 5,870,415,755 213,046,626.20 134,340,612.00

104# 273,441.95 57,045.16 29,503.02 139# 11,389,299,953 365,128,230.40 876,857,511.40

105# 2,554,815.59 34,492.39 173,119.92 140# 4,443,897,350 513,873,083.10 518,780,412.90

106# 392,236.07 92,077.13 39,887.79 141# 26,615,311,366 318,858,077.70 315,344,811.50

107# 4,055,694.90 55,634.96 281,763.93 142# 4,794,077,579 1,258,132,358.00 2,388,354,024.00

108# 621,204.29 143,073.14 38,787.96 143# 40,877,363,141 546,815,772.40 642,559,825.80

109# 6,384,538.94 94,691.93 469,386.54 144# 24,332,062,371 1,478,635,685.00 169,239,745.10

110# 1,186,337.43 223,901.79 45,310.66 145# 56,499,628,059 2,480,287,744.00 9,428,815,852.00

111# 9,940,794.97 156,602.73 741,368.58 146# 37,206,760,856 1,242,023,613.00 7,853,630,454.00

112# 2,527,199.24 359,381.03 115,300.62 147# 1.47E+11 3,855,234,852.00 14,455,120,851.00

113# 15,004,728.39 263,425.62 1,132,663.46 148# 5,379,178,982 6,269,977,109.00 8,869,259,975.00

114# 5,562,688.14 555,114.01 206,747.76
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Table 2: MLP method based predictions

Day Confirmed Death Recovered Day Confirmed Death Recovered

80# 7868.83 236.43 661.55 115# 7852.39 233.64 658.98

81# 8002.83 234.33 655.87 116# 7849.97 233.62 658.91

82# 7993.54 234.73 658.10 117# 7847.64 233.61 658.84

83# 7983.92 234.54 660.42 118# 7845.40 233.60 658.78

84# 7977.48 233.99 658.43 119# 7843.25 233.59 658.72

85# 7964.45 234.59 662.30 120# 7841.18 233.58 658.67

86# 7962.95 234.54 662.87 121# 7839.19 233.57 658.62

87# 7958.09 234.76 664.45 122# 7837.27 233.56 658.57

88# 7955.03 234.71 664.34 123# 7835.44 233.55 658.53

89# 7950.54 234.61 663.84 124# 7833.68 233.54 658.49

90# 7944.50 234.55 663.55 125# 7831.99 233.54 658.45

91# 7940.39 234.45 663.11 126# 7830.38 233.53 658.41

92# 7934.87 234.40 662.82 127# 7828.83 233.52 658.38

93# 7930.32 234.33 662.52 128# 7827.35 233.52 658.35

94# 7925.56 234.28 662.25 129# 7825.93 233.51 658.32

95# 7921.09 234.23 662.00 130# 7824.57 233.51 658.30

96# 7916.78 234.17 661.75 131# 7823.28 233.50 658.28

97# 7912.50 234.13 661.52 132# 7822.04 233.50 658.25

98# 7908.35 234.08 661.30 133# 7820.86 233.49 658.23

99# 7904.26 234.04 661.08 134# 7819.73 233.49 658.22

100# 7900.27 234.00 660.88 135# 7818.65 233.49 658.20

101# 7896.38 233.97 660.70 136# 7817.63 233.48 658.18

102# 7892.59 233.93 660.52 137# 7816.65 233.48 658.17

103# 7888.89 233.90 660.35 138# 7815.72 233.48 658.15

104# 7885.30 233.87 660.19 139# 7814.83 233.47 658.14

105# 7881.81 233.84 660.04 140# 7813.99 233.47 658.13

106# 7878.42 233.81 659.90 141# 7813.19 233.47 658.12

107# 7875.13 233.79 659.77 142# 7812.42 233.47 658.11

108# 7871.95 233.76 659.65 143# 7811.70 233.46 658.10

109# 7868.86 233.74 659.53 144# 7811.01 233.46 658.09

110# 7865.87 233.72 659.42 145# 7810.36 233.46 658.09

111# 7862.98 233.70 659.32 146# 7809.74 233.46 658.08

112# 7860.19 233.69 659.23 147# 7809.15 233.46 658.07

113# 7857.50 233.67 659.14 148# 7808.59 233.46 658.07

114# 7854.90 233.65 659.06
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Table 3: VAR model based predictions

Day Confirmed Death Recovered Day Confirmed Death Recovered

81* 10,601.4 332.18 976.70 116* 2.89E+06 78,492.7 240,238

82* 13,682.6 411.19 1042.98 117* 4.80E+06 145,552 309,526

83* 14,583.5 466.62 1308.17 118* 9.40E+06 297,229 758,623

84* 15,670.2 428.87 1309.26 119* 8.11E+06 235,470 692,976

85* 17,289.3 492.20 1241.68 120* 6.04E+06 193,805 745,716

86* 26,698.6 810.59 2056.95 121* 6.85E+06 233,995 442,027

87* 31,760.5 953.46 2386.76 122* 9.54E+06 307,906 709,591

88* 35,231.7 1072.63 3411.28 123* 2.18E+07 622,641 1.84E+06

89* 39,492 1273.61 3265.65 124* 2.27E+07 690,473 1.71E+06

90* 38,830 1315.47 3508.82 125* 1.77E+07 667,861 2.09E+06

91* 57,657.9 1709.69 5079.78 126* 1.01E+07 281,826 919,611

92* 74,883.1 2177.42 5717.68 127* 1.76E+07 478,183 1.27E+06

93* 90,441.8 2909.22 7926.20 128* 5.75E+07 1.78E+06 4.03E+06

94* 88,489.4 2678.05 7646.36 129* 5.71E+07 1.78E+06 4.50E+06

95* 81,119.5 2391.89 7367.93 130* 4.28E+07 1.35E+06 5.84E+06

96* 144,087 4490.57 11,003.00 131* 2.25E+07 726,654 1.44E+06

97* 182,798 5795.74 13,562.70 132* 3.65E+07 1.43E+06 2.60E+06

98* 220,192 6739.28 21,021.00 133* 1.25E+08 3.53E+06 9.28E+06

99* 219,219 6673.90 18,613.50 134* 1.46E+08 4.05E+06 1.11E+07

100* 203,958 6921.17 17,655.90 135* 1.43E+08 5.05E+06 1.56E+07

101* 304,566 9356.79 25,456.60 136* 3.29E+07 1.38E+06 3.15E+06

102* 396,012 10,950.90 29,537.20 137* 2.68E+07 620,297 4.73E+06

103* 578,127 18,324.10 50,406.70 138* 3.00E+08 8.46E+06 1.75E+07

104* 544,025 17,748.50 45,620.00 139* 4.05E+08 1.29E+07 2.85E+07

105* 408,893 13,309.40 45,703.90 140* 3.75E+08 1.21E+07 4.57E+07

106* 691,638 20,597.70 55,518.50 141* 3.53E+07 519,601 6.14E+06

107* 1.00E+06 31,899.50 67,072.50 142* 4.49E+07 3.59E+06 6.05E+06

108* 1.43E+06 44,894.90 131,165.00 143* 6.30E+08 1.85E+07 3.30E+07

109* 1.27E+06 35,749.80 108,128.00 144* 9.33E+08 2.54E+07 7.16E+07

110* 1.06E+06 35,896.80 106,105.00 145* 1.18E+09 3.69E+07 1.20E+08

111* 1.54E+06 49,980.20 113,224.00 146* 1.71E+08 1.03E+07 1.80E+07

112* 2.02E+06 58,017.90 153,112.00 147* 2.69E+08 4.59E+06 1.51E+07

113* 3.61E+06 108,192.00 315,139.00 148* 1.12E+09 2.51E+07 4.03E+07

114* 3.52E+06 115,126.00 273,612.00 149* 2.62E+09 8.07E+07 1.68E+08

115* 2.42E+06 88,497.50 301,755.00
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6 Analysis of Forecasting Results

Covid-19, a novel corona virus has badly affected people’s life. Different organizations pertaining to
both the private and public sectors must offer valuable data in order to predict and compare various
factors faced by the different people from the people’s perspective. In our research, a deep analysis of the
Asia region is carried out regarding different events occurring in people’s life because of Covid-19 such
as a number of cases on Confirmed, deaths, recovery rate and future cases. Linear regression (LR) and
Multi-layer perceptron (MLP) predicts 75% for confirmed case, death case 62%, and recovered case 20%.
This in-depth analysis is needed for the whole region of Asia to assist the infected people. In addition to
this, novel methods are suggested using Linear regression (LR), Multi-layer perceptron (MLP), Vector
auto regression (VAR). Few mathematical calculations and parameters are adjusted for the suggested
model in order to attain the highest possible accuracy.

Figure 15: MLP method for COVID-19 confirmed cases of 10 most affected Asia Countries

Figure 16: MLP method for COVID-19 recovered cases of 10 most affected Asia Countries
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7 Conclusion

In this current pandemic situation, the whole world public is starving for data to get tips to protect
individuals from this COVID-19 virus. Also, the rising number of cases as second wave hits has created
a sensation among the researchers to predict the newly infected cases based on the current death rate and
virus infections among the world’s public. The accuracy of the machine learning model can be improved
by selecting the most relevant features like person age, gender, immunity power, saturation point, and
some other features of infected person’s medical history and the patient getting recovered in a week or
two in combating COVID-19. In present times, as the second wave hits the world badly, especially India,
the prime importance of following mass lock-down, strict social division, and wearing proper masks to
cover the face and isolation if the person gets infected is the need of the hour slow down the
transmission. COVID-19 data was preprocessed well and classified using LR, VAR and MLP. It was
found that MLP gave promising results in classifying Indian COVID-19 data using WEKA and
ORANGE tools. The plan is to use deep learning classifiers to classify COVID-19 data more accurately
in the near future and to analyze time series COVID-19 data.
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