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Abstract: Coronavirus (COVID-19) is a pandemic disease classified by the World
Health Organization. This virus triggers several coughing problems (e.g., flu) that
include symptoms of fever, cough, and pneumonia, in extreme cases. The human
sputum or blood samples are used to detect this virus, and the result is normally
available within a few hours or at most days. In this research, we suggest the
implementation of automated deep learning without require handcrafted expertise
of data scientist. The model developed aims to give radiologists a second-opinion
interpretation and to minimize clinicians’ workload substantially and help them
diagnose correctly. We employed automated deep learning via Google AutoML
for COVID-19 X-ray detection to provide an automated and faster diagnosis.
The model is employed on X-ray images to detect COVID-19 based on several
binary and multi-class cases. It consists of three scenarios of binary classification
categorized as healthy, pneumonia, and COVID-19. The multi-classification mod-
el based on these three labels is employed to differentiate between them directly.
An investigational review of 1125 chest X-rays indicates the efficiency of the pro-
posed method. AutoML enables binary and multi-classification tasks to be per-
formed with an accuracy up to 98.41%.
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1 Introduction

Coronavirus (COVID-19) is reported to officially start on December 31, 2019, with the unknown causes
of pneumonia recorded in Wuhan, Hubei Province, China, and becomes a pandemic a few weeks later [1,2].
The disease is called as COVID-19, which is scientifically termed from serious acute respiratory syndrome
coronavirus (SARS-CoV-2). This new virus aggressively effects the human respiratory system and spreads
over 30 days fromWuhan to a large part of China [3]. There are only first seven cases reported on January 20,
2020, but due to its rapid transmission, the number of cases surpassed more than 300,000 by April 5,
2020 [4]. Coronaviruses mostly affect animals, but because of their zoonotic nature, they can also be
transmitted to humans. SARS-CoV and COVID-19 have caused extreme human breathing disease and
death. As of September 21, 2020, there are 30.9 million cases with more than 950,000 deaths around the
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world [5]. COVID-19 is usually clinically characterized by respiratory illness with flu-like symptoms such as
cough, headache, fever, sore throat, fatigue, body aches, and shortness of breath [6].

In addition to early detection diagnostic tests for care and insulation of the disease, radiological imagery
is a critical factor in the COVID-19 epidemic management process. Radiological images from COVID-19
cases provide valuable diagnostic details. The most popular research technique to identify COVID-19 is
by applying a reverse transcription-polymerase chain reaction (RT-PCR) in real time. The early diagnosis
and treatment of chest radiology using X-rays and computed tomography (CT) play a vital role in this
process [7].

Researchers also made important discoveries through imaging studies of COVID-19. An RT-PCR
sensitivity of 60% to 70% enables the analysis of patients’ radiological images to detect symptoms [8,9].
A few studies also demonstrated the changes in CT and X-ray chest images before symptoms of COVID-
19 start [10,11]. Ground-glass opacification (GGO) signs and specific patterns for peripheral and bilateral
consolidations can be seen through images taken. Multifocal or peripheral focal GGO affects 50% to 75%
of a patient’s lungs as stated in Kanne et al. [8]. In a similar vein, Yoon et al. [12] reported a single
nodular opacity found in the lower left lung region of one out of the three patients studied, while the
other two had four and five abnormal opacities in both lungs. In another study, Zhao et al. [13] reported
to not only find GGO but also identify consolidation and vascular lesion dilation. Li et al. [14] reported
common characteristics in COVID-19 patients including interlobular septal thickening, GGO and
consolidation, and air bronchograms with or without vascular expansion.

The use of automated diagnostic methods in the health area has recently gained prominence by being a
supplementary instrument for clinicians [15–17]. Machine learning (ML) approach allows the development
of end-to-end models for better predicted results without the need to extract the features manually [18]. The
functionality of ML framework is based on the basic unit of computation that operates on data and illustrates
the theory of learning from experience and errors in a probabilistic manner. ML techniques specifically via
deep learning have been used successfully for a number of problems including detection of arrhythmia [19–
21], classification of skin cancer [22,23], detection of breast cancer [24,25], classification of gastric
carcinoma [26], prediction of colorectal cancer [27], classification of brain diseases [28], detection of
pneumonia in via X-ray images [29], and segmentation of the lung [30,31]. The rapid growth of the
COVID-19 epidemic demands expertise in this area. All of this showed an increased interest in
developing artificial intelligence-based automatic detection systems.

CT is a sensitive approach to be considered better than X-rays as an RT-PRC screening for identification
of COVID-19 based on the previous studies. However, there are several disadvantages to consider in using
X-ray images. The number of CT scan units is limited in hospitals. X-ray images can be used extensively
since they are not as costly as CT procedure and do not involve extensive patient planning in order to
perform an examination.

There is an increase of study using radiology images for the identification of COVID-19. In X-ray image
area, Hemdan et al. [32] employed COVIDX-Net to identify COVID-19 and suggested that deep learning has
the potential to be implemented in hospitals for screening process. In a similar study, Wang et al. [33]
obtained 92.4% accuracy in the classification of labels between normal, pneumonia, and COVID-19.
Luján-García et al. [34] proposed the use of deep learning model with pretrained weights on ImageNet.
The deep learning model established by Ioannis et al. [35] by using 224 images verified as COVID-19
reached success rates of 98.75% and 93.48% in two and three groups, respectively. Similarly, Narin et al.
achieved 98% of COVID-19 detection accuracy with the execution with ResNet50 model [36]. Sethy
et al. [37] detected several features from different neural network models with X-ray and reported the
best performance belongs to the ResNet50 model with SVM classification. The study by Ozturk et al.
[38] achieved 98.08% accuracy in binary scenarios and 87.02% accuracy in multi-class situations.
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Brunese et al. [39] have shown the efficiency of deep learning method with an average accuracy of 97% and
2.5 seconds as detection time of the disease. The results indicate that deep learning demonstrates correct
prediction features of this disease. To conclude, all the studies show the potential of using X-ray images
in providing high accuracy in COVID-19 detection process. The model was able to distinguish GGOs,
aggregation areas, and nodular opacity in the pathognomonic results of COVID-19 patients at high accuracy.

While ML algorithms demonstrate high COVID-19 identification potential, it has been a daunting task
to create an adaptive deep learning model through a conventional procedure. This is due not just to
the limited availability of high-quality X-ray images related to COVID-19 image dataset but also to the
difficulty of understanding the environment and architecture of deep learning algorithms [40]. The
development of the deep leaning model for COVID-19 models requires an experienced and high-
knowledge data scientist or expertise in programming language to design the model carefully and validate
[41,42]. However, with the rapid evolution of deep learning technology, this learning barrier has been
reduced recently [43,44]. AutoML offers methods and processes for selecting a suitable model
automatically, optimizing its hyperparameters, and analyzing its results. All of these make the process of
creating a model easy and improve the accuracy of the model through optimization and extensive search
at the same time. AutoML is appealing in combination with the integration of cloud computing such as
Google Cloud Platform and AWS [45,46] with the ability to take full advantage of scalable and flexibility
cloud infrastructures and resources.

Deep learning models are proven and adaptive to COVID-19 cases, and the probability diagnostic
accuracy rate is high. The highlight of this study is to explore and evaluate the performance of using
advanced AutoML technology during the process of COVID-19 identification. The research expands
previous research in this field by employing and assessing an investigational deep learning model based
on Google Cloud AutoML Vision [46] rather than a customized deep learning environment and
architecture from a sketch. The next section begins with a description of the methodology and public
dataset. Early diagnosis of the COVID-19 is critical in order to avoid disease transmission and provide
timely care. AutoML model has been proven as a valuable approach in recognizing early stages of
COVID-19 patients. In the last section, this study concludes with remarks on the purpose of the study, the
limitation during the procedure, and suggestions for future studies.

2 Methodology

Artificial intelligence is transformed by the emergence of deep learning technology. A convolutional
neural network (CNN) model based on deep learning is developed by taking one or more layers with the
internal parameters that will be optimized to achieve a certain task, for example, for recognition or
classification of objects [28]. The structure known as convolution comes from a mathematical operator.
The word intensity depends on the size and number of layers of this network.

CCN is quite difficult to be implemented as it needs a few understanding and insights of layers to be
optimized. A better approach to tackle this problem is to build a model with already established models
rather to develop a deep model from sketch. AutoML is identified as the preliminary step for the deep
learning model to be applied in this paper.

In this article, we suggest a binary and triple classification using AutoML:

(i) To diagnose the relationship of chest X-rays between a healthy patient (no finding) and related
pulmonary disease (pneumonia and COVID-19),

(ii) To differentiate between related pulmonary disease and COVID-19,
(iii) To differentiate between healthy patient, pneumonia, and COVID-19 using triple classification.
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The model performance is evaluated by three metrics: sensitivity, specificity, and accuracy. These
measurements are widely used for the description of a diagnostic test in ML area. These have been used
to quantify and understand how reliable and suit a model is. Sensitivity is used to indicate how good a
positive disease can be detected. It shows how much diseases are correctly predicted based on the
abnormal cases. High sensitivity demonstrates a low level of probability in patients treated as normal
because of misdiagnosis. Specificity estimates the likelihood of correct exclusion of patients without
disease. The number shown might be high, but it is less important compared to the sensitivity in the
medical diagnosis. Accuracy indicates how the total labels are correctly predicted with the condition. For
this study, it showed how good diseases and nondiseases are correctly predicted. The accuracy from the
test with prevalence can be measured based on specificity and sensitivity.

True positive (TP), true negative (TN), false negative (FN), and false positive (FP) are terms needed to
be understood to measure sensitivity, specificity, and accuracy. If a patient has a confirmed illness, the
diagnostic test also reveals that the disease occurs; hence, the predicted results are called TP. Similar to a
TN situation, if a patient has been found to be absent of any disease, the diagnostic test indicates that the
disease is absent as well. A clear outcome between the predicted results and the real condition (also
known as the norm of truth) is both TP and TN. However, there could be probability misdiagnoses for
some medical examination. When the diagnostic test shows that a patient does not have such a disease
where it is not true in the real condition, it is called FP. Similarly, when the diagnostic test results show
that a patient is misdiagnosed with a disease, the test outcome is known as FN. Both, FP and FN, suggest
that the findings of the experiments are contradictory to the real situation.

The following shows how the terms TP, TN, FN, and FP are used to describe sensitivity, specificity,
and accuracy:

Sensitivity = TP/(TP + FN) = (Total of true predicted positive assessment)/(Total of all positive
assessment)

Specificity = TN/(TN + FP) = (Total of negative predicted assessment)/(Total of all negative assessment)

Accuracy = (TN + TP)/(TN + TP + FN + FP) = (Total of correct predicted assessment)/Total of all
assessment).

3 Experimental Results

In this section, we present the process selection of datasets used for this research, concept of Google
AutoML, how the model is built, and the performance measures of models. A comparison between
models based on previous studies is made at the end of the section.

3.1 Dataset

Public database is used to evaluate the proposed approach. All datasets concerned are collections of
chest X-rays from the source of [38]. These datasets (Fig. 1) randomly used 500 healthy and
500 pneumonia class X-ray images. Dataset for COVID-19 originally are from Cohen JP [47] who
developed these X-ray images with images of different open-access sources. The collection includes
125 X-ray images diagnosed with COVID-19. A full metadata is not given for all patients in this dataset.
The images for healthy and pneumonia cases are from Wang et al. [48].

3.2 Google AutoML

AutoML is an AI algorithm based on a deep learning structure. Deep learning approach is an algorithmic
variant of ML. In this study, Google Cloud AutoMLVision is chosen as our main platform to construct our
model for COVID-19 detection. AutoML Vision is an application deployment for image recognition and
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object detection on Google Cloud Platform. AutoMLVision’s core capabilities include allowing users with
limited knowledge to develop high-quality personalized deep learning models based on unique tasks.
AutoML Vision is established on standardized and pretrained and ready-to-use AI applications like the
Vision API in the selection of Google AI/ML offers [46].

Google’s AutoMLVision helps a non-ML professional run an ML model according to a unique criteria,
with limited ML knowledge. Cloud-based models are supported with the latest GPUs that allow users to
execute a customized task in a few hours (depending on the dataset size). AutoML splits the dataset into
three different sets by default for the preparation of the model to be designed: 80% preparation, 10%
validation, and 10% off-box checking. The default setting can be changed at any time.

Figure 1: Example of images that have been used with labels: (a) and (b) healthy patient; (c) and (d)
pneumonia; (e) and (f) COVID-19. The source of image is originally from the dataset of [47,48]
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The introduction of an ML model into the pathology workflow is a difficult work. ML is a source of
computational engineering with a complex computation behind it. In order to construct an image
processing model in ML, you may need a high level of coding language knowledge such as Python and
MATLAB, image recognition computer vision techniques, data processing, and predictive analysis. In
regular clinical workflows, it could be hard for a pathologist or digital pathologist to learn and develop
these skills either to employ a graduate specialist or to work together with an engineering community.

Task pace and computer hardware are other obstacles that need to be taken into consideration. ML
models are very hard to run on local machine channels computationally. The batch work takes days to
run on a personal computer without installed GPUs even for basic image classification. The design and
development of an ML model is another obstacle to feature engineering and data preprocessing. Function
engineering is the ability to remove specific elements such as data cleaning, context and noise filtration,
and item blockage and segmentation. The quality of the model depends on the performance of the
functional engineering task and on the related features used in software implementation. Irregular object
limits and moderate tissue stain strength are the variables that make pathologists confused when
measuring heterogeneity. Often, the human eye cannot perceive objects beyond a certain distance as a
normal restriction. To resolve these issues, skills and training should be required in feature engineering
and in ML fields, which are rare in pathology laboratories. AutoML is a feasible option to overcome
these considerations and exclude this field from engineering fields.

3.3 Model Built

The following steps are taken to develop our experimental COVID-19 model. A few procedures need to
be followed before the model is trained. The process also includes to upload our expanded dataset in Google
Cloud Storage:

1. Prepare the collection of images that will be uploaded to cloud storage route. The process requires a
minimum of 100 image examples per category or label. The probability of classification increases with the
number of good-quality images.

2. Import the images to the Google Cloud AutoML Vision UI to create a dataset. All data need to be
labeled based on the category to be classified.

3. Train the data and select the process.

AutoMLVision produces a training process that works automatically. The training dataset process has a
default setting of preparation (80%), validation (10%), and evaluation (10%). It will try to identify COVID-
19 models to find the best performing algorithms in the training data collection. AutoML Vision employs
validation and test process on datasets to evaluate model performance.

3.4 Model Evaluation

We conducted tests for the identification and classification of COVID-19 using X-ray images in two
separate models: binary and triple classification. The binary model is used to train the automatic deep
learning model to detect and discern two groups. It distinguishes between healthy and diseases
(pneumonia and COVID-19) in the first case. In the second scenario, the model differentiates the data
between healthy and COVID-19. In the third scenario, pneumonia is separated from COVID-19. The
multi-class classification model is employed to classify X-ray images into three categories: healthy,
pneumonia, and COVID19. All the execution is carried out via AutoML.

The efficiency of the proposed method for binary as well as triple classification problems is evaluated.
Eighty percent of the X-ray pictures are used for preparation, 10% for analysis, and 10% for testing. In this
paper, we select a confidence threshold of 0.5. Confidence threshold is used by the machine as decision
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threshold. In a simple term, the confidence threshold showed howmuch confidence level of the model is with
its predicted probability to assign a chosen category.

The process of evaluation consists the predictive accuracy of the test samples from 0.0 to 1.0 at different
levels with a compatibility threshold. Fig. 2 presents a precision-recall curve produced based on the previous
computation. At a given confidence threshold, every point in the curve denotes a value for the pair of
precision and recall.

Figure 2: Area under precision-recall curve and precision-recall curve for the binary model. (a) and (b)
healthy vs. disease; (c) and (d) healthy vs. COVID-19; (e) and (f) pneumonia vs. COVID-19
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Figs. 2 and 3, present an area under precision-recall curve and precision-recall curve for the training models.

The average accuracy of the model is computed by the accuracy of the area under the precision-recall
curve (AuPRC). As we refer to the AutoML model for binary cases in scenario 1 in Fig. 2a, an AuPRC score
of 81.42% is achieved. Precision variation and reminder with confidence threshold change. The precision
increases as the confidence threshold increases with the possibility of the recall to decrease.

To further characterize the performance, confusion matrix analyses were conducted on both models. The
findings of confusion matrices for the binary and multi-class classification problem are shown in Fig. 4.

Figure 3: Area under precision-recall curve and precision-recall curve for healthy vs. pneumonia vs. COVID-19

Figure 4: Confusion matrix for (a) healthy vs. disease; (b) healthy vs.COVID-19; (c) pneumonia vs. COVID-19;
and (d) healthy vs. pneumonia vs. COVID-19
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For all models, all classes were predicted into the correct categories with a probability of at least greater
than 76%. For model 1, the process between healthy and disease classifications is the hardest. Disease
classifications were most likely to be misclassified as healthy at 24% and the healthy to be misclassified
as disease at 12%. Classification for model 1 scenario 2 and scenario 3 seems to provide a higher
accuracy. COVID-19 classifications were most likely to be misclassified as healthy at 8% and the healthy
to be misclassified as COVID-19 at 0% as shown in Fig. 4b. COVID-19 classifications were most likely
to be misclassified as pneumonia at 0% and the pneumonia to be misclassified as COVID-19 at 2% as
shown in Fig. 4c.

The confusion matrix for the validation of Fig. 4d is used to separate between healthy, pneumonia, and
COVID-19 classifications. Based on the triple classification model, 8% is marked as healthy when there is
COVID-19, 12% as pneumonia when there is healthy, and 2% as healthy when there is pneumonia. The
classification results in terms of precision and recall from AutoML for both models are shown in Tab. 1.
Precision is defined as items that are actually correct and correctly predicted. A high precision model
could associate with less false positives. A high recall model could associate with fewer false negatives.

Further, sensitivity, specificity precision, and accuracy performance for the binary and multi-
classification models are computed and presented in Tab. 2 for a standardized understanding as the results
from AutoML are presented in terms of precision and recall.

As far as accuracy is concerned, the first scenario for binary healthy vs disease achieves an accuracy of
81.42% and the other two binary scenarios achieve a value of 98.41%. The model was able to distinguish
pneumonia and COVID-19 well for scenario 2 with a higher accuracy. The sensitivity is also almost perfect as
100%. The accuracy for triple classification also presents a sign potential of the model to be employed at 86.19%.

With the results, able to produce accuracy better than 80% as for the overall scenario. At some scenario,
accuracy was able to achieve 98.41%. The results obtained showed the potential of the model to be employed
in hospitals or far health centers. The waiting period for the radiologist to screen the images could be reduced
which cost few hours and days. More energy could be concentrated to isolate the suspect in the faster process.
The process of spread of this disease may therefore be greatly decreased. This model works as an alternative

Table 1: Precision and recall for each model based on AutoML

Model Precision Recall

Healthy vs. disease 0.8142 0.8142

Healthy vs. COVID-19 0.9841 0.9841

Pneumonia vs. COVID-19 0.9841 0.9841

Healthy vs. pneumonia vs COVID-19 0.8276 0.8496

Table 2: Sensitivity, specificity, and accuracy classification for each scenario

Model Sensitivity Specificity Accuracy

Healthy vs. disease 0.7619 0.8800 0.8142

Healthy vs. COVID-19 0.9231 1.000 0.9841

Pneumonia vs. COVID-19 1.0000 0.9800 0.9841

Healthy vs. pneumonia vs COVID-19 0.8408 0.8441 0.8619
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to reduce the workload of clinicians. If the potential patient is classified as positive, patients could obtain a
second opinion and details faster.

3.5 Model Comparison

The performance metrics in terms of accuracy between the models from previous publications and
AutoML model for further evaluation is considered and compared. Tab. 3 lists the findings of a model
comparison that was used in terms of the average accuracy of the running deep learning model.

The average accuracy of model is 0.9111 performed better than half of the previous studies. If we
compare the average of accuracy based on the scenario employed, it seems that the AutoML is only able
to provide better prediction than a few studies only. However, as we compare how flexible the model is
without the need of handcrafted deep learning expert, it still provides a great potential to be developed
and explored. Despite AutoML Vision’s comprehensive search and optimization, the changes are still
minimal and easy to be implemented by a non-code researcher. This is because previous models of
human engineering may have been similar to an ideal model for the given dataset.

In Tab. 4, we compared and evaluated our results from the results of other previous studies in terms of
situation which has the same scenario. Interestingly, AutoML Vision from this analysis was found to
marginally outperform models reported earlier in both the assessment metrics and the non-tests in the same
situation. In many cases, the prediction of greater than 98% was achieved. This model is able to separate
the labels between healthy and COVID-19 or pneumonia and COVID-19 patients well in the binary cases.
The same goes to triple classification where the results were able to produce almost the same as those of a
handcrafted model by experts. By considering the results and how flexible this method is, it makes AutoML
seem fit to be implemented into the real world and have greater potential to be developed. The present
study contributes evidence that suggest the huge potential of AutoML to be applied in COVID-19 detection.

Table 3: Comparison of other studies using deep learning method using X-ray images

Study COVID-19 Others Healthy Accuracy

Brunese et al. [39] 250 2753 3520 0.9700

Hemdan et al. [32] 25 n.a 25 0.9000

Luján-García et al. [34] 287 5856 n.a 0.9100

Narin et al. [36] 50 n.a 50 0.9800

Ozturk et al. [38] 250 500 1000 0.9255

Sethy et al. [37] 25 n.a 25 0.9538

Wang and Wong [33] 53 5526 8066 0.9348

Xu et al. [49] 219 224 175 0.8670

This study 125 500 500 0.9111

Table 4: Detail comparison based on the scenario

Scenario Study Accuracy Our result

Healthy vs disease Brunese et al. [39] 0.9600 0.8142

Healthy vs COVID-19 Ozturk et al. [38] 0.9808 0.9841

Pneumonia vs COVID-19 Brunese et al. [39] 0.9800 0.9841

Healthy vs pneumonia vs COVID-19 Ozturk et al. [38] 0.8702 0.8619
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4 Discussion and Conclusion

There is an important consideration with regard to the increasing number of population diagnosed with
COVID-19. The high-risk patients must be detected at an early stage so they could receive timely care and to
reduce the possibility of death.

Many models are designed to distinguish patients diagnosed with diseases linked to pneumonia
(including COVID-19) from patients with healthy condition. The prediction methodology such as deep
learning via ML can help with the diagnosis process of using X-ray images of COVID-19 patients. The
images are useful since they are available and cost less compared to others. They are often used in health
centers around the world throughout the pandemic and help to detect the symptoms in seconds. CT is an
expensive procedure that is not readily available since it typically is only found in bigger areas of health
centers or hospitals. At the same time, the patient absorbs more radiation as compared to X-rays.

A deep learning approach using X-ray imaging is therefore suggested because it is more accessible
compared to CT. Chest X-rays with lower radiation demonstrated certain standard findings of COVID-
19 in the lungs. The patients identified with positive COVID by the model can be assigned to the
sophisticated confirmatory centers and are accompanied by immediate therapy. In addition, the PCR
testing and occupation of health centers can be avoided and reduce the workload for patients.

This paper employed an automated deep learning model for the detection and classification of COVID-
19 cases from radiographs using AutoML. This study employed a fully automated deep learning executed
using Google Cloud Platform. Our built-in users can automate classification binary and multi-class tasks,
respectively, and obtain an accuracy of 98.41%. Based on the results, the CNN deep learning has a major
impact on the automatic detection and extra main features of X-ray linked to the COVID-19 diagnosis
accurately. AutoML model is designed to differentiate COVID-19 automatically using X-ray images,
without the need of handcraft extraction techniques of experienced data scientists. The model developed
helps provide specialist radiologists in health centers with a second opinion and increase the accuracy.
Our findings show AutoML can correctly differentiate between COVID-19 patients and healthy patients
with an outstanding accuracy rate of 0.9841. This model has also been able to differentiate between
patients infected COVID-19 and patients with bacteria-infected pneumonia with the same precision. It can
greatly reduce clinicians’ workload and help them make an informed diagnosis in their day-to-day
service. The model proposed was able to save time as the process of diagnostic only takes up to a few
minutes and thus making specialists to concentrate more on important cases.

The collection of images related to COVID-19 could be a major limitation of the current study and may
be difficult to overcome. A more detailed analysis especially in terms of the number of data of patients
diagnosed with COVID-19 is needed and could be used in future research. Exploration of a more
promising concept for future research would be also interesting to distinguish between patients having
mild symptoms from pneumonia and patients having symptoms that may neither be visualized nor
visualized specifically in radiation. As for our study, we intend to validate our model with additional
images especially using COVID-19 images for better accuracy. At the same time, the model also could be
improved in terms of demography by locally collecting radiology images from patients diagnosed with
COVID-19. There will also be a possibility to deploy the model developed for screening in local
hospitals. The model based on deep learning can be uploaded in a cloud storage to automatically
diagnose and increase the efficiency of pandemic risk management. This should greatly reduce the
workload of clinicians. Lastly, it is also interesting to explore the possibility of using CT images for
COVID-19 process identification and compare the results obtained from this research for future studies.
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