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Abstract: In recent days, Internet of Things (IoT) based image classification tech-
nique in the healthcare services is becoming a familiar concept that supports the
process of detecting cancers with Computer Tomography (CT) images. Lung can-
cer is one of the perilous diseases that increases the mortality rate exponentially.
IoT based image classifiers have the ability to detect cancer at an early stage and
increases the life span of a patient. It supports oncologist to monitor and evaluate
the health condition of a patient. Also, it can decipher cancer risk marker and act
upon them. The process of feature extraction and selection from CT images plays
a key role in identifying cancer hot spots. Convolutional Neural Network (CNN)
is one of the efficient feature extraction techniques that improves the performance
of image classifier by reducing the entropy of image data sets. A Random Forest
(RF) classifier is a machine learning technique that can improve its efficiency with
the support of CNN. This paper presents an RF classifier with CNN based tech-
nique to improve the percentage of accuracy in detecting cancer hot spots with CT
images. The experimentation of the proposed approach is based on three dimen-
sions: Feature extraction, selection, and prediction of cancer hot spots. To evalu-
ate the performance of the proposed approach, benchmark image repositories
which consists of 3954 images and 50 low dose whole lungs CT scan images
are employed. The proposed method achieves an effective result on all test images
under different aspects. Consequently, it obtains an average accuracy of 93.25%
and an F-measure of 91.75% which is higher than the other methods,
comparatively.
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1 Introduction

The exponential growth of the Internet of Things (IoT) in healthcare services is recently leading to new
research ideas in the field of Machine Learning (ML) techniques [1,2]. People-centered healthcare
environment demands a IoT based technique to monitor everyone in a society [3,4]. To necessitate such
an environment requires expensive tools and techniques, which may not be affordable by a common
person. Therefore, it is necessary to provide an effective healthcare model at affordable cost. On the one
hand, Lung Cancer (LC) is one of the dangerous diseases that increases the rate of mortality [5]. On the
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other hand, the I o T based cloud data model can be employed to assist healthcare service providers to
monitor the health condition of a person who is diagnosed with LC. The report [6] shows that every year,
more than 1.2 million people are diagnosed with LC.

Researchers have found that early detection of LC can increase the survival rate of patients. However,
the process of identifying the mutation or cancer hot spot is complex and difficult. The diagnosis model based
on the IoT technique can be effective in detecting abnormalities at an early stage and provides a safe
environment for the patient to recover quickly.

ML techniques can recognize and detect interesting patterns from complex datasets and effectively
predict the possible outcomes of a type of cancer [6]. It supports developers to create models that link a
variety of variables to a disease. Currently, image classifiers are employed in detecting abnormalities and
the presence of cancer hot spots in the lungs with images of Computer Tomography (CT) [7,8]. The
image classification algorithms are broadly classified into supervised and unsupervised algorithms [9–11].
Random Forest (RF) is one of the supervised learning algorithms. It is a set of decision trees that has the
potential to iterate itself for producing optimal results [12]. Generally, it is employed in varieties of
applications such as Anomaly Detection, Natural Language Processing, and Text Mining. The accuracy
of RF depends on the features extracted from the data set. The entropy of the data set plays a vital role in
improving the performance of an RF classifier. The RF classifier uses the feature randomness of images
and builds a tree for each feature thereby producing an uncorrelated forest.

Convolution Neural Network (CNN) is an Artificial Intelligence (AI) technique which takes an image as
an input and extracts unique features [13–16]. In addition, AI approachces are broadly for detecting the
hidden patterns of dangerous diseases from CT images. The structure of a CNN is similar to the pattern
of Neurons in the human brain. A CNN can capture the spatial and temporal dependencies in an image
by using features of an image and extract an individual layer in its network [17]. It intends to reduce the
image into an easily understandable form without losing critical features. An image classifier can be built
with the support of CNN for effective output. The RF classifier is a subset of the decision tree, which
uses an ensemble learning technique [18–21]. It generates multiple trees depending on the number of data
and integrates the outcome of all the trees. It handles non–linear parameters efficiently rather than the
existing state–of–the art classifiers [22,23].

Some of the disadvantages of the RF classifier are as follows:

� It requires more computational power and resources [24–28].

� It takes decision based on most of the vote This needs longer training time.

To overcome the issues of the RF classifier, CNN is integrated with the RF to reduce the entropy of the
data set and improve efficiency.

The contribution of this study is summarized as follows: The development of IoT based image
classification techniques in healthcare services provides an opportunity to increase the survival rate of
patients with LC. The technique extracts a detailed feature or accurate evidence to determine whether a
patient has cancer or not. In this paper, we introduce a hybrid approach that combines CNN and RF
classifiers for classifying LC images. A proper data refinery process is followed to reduce the entropy of
the image data set and minimize the learning duration of the RF classifier.

In the remaining part of the paper, Section 2 presents the background with existing literature. The
methodology for classifying the LC with CT images is explained in Section 3. The results of this study
are validated in Sections 4 and 5 concludes the paper.
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2 Research Background and Related Works

The common types of LC are Small-Cell LC (SCLC) and Non–Small–Cell LC (NSCLC). NSCLC
differs from SCLC due to the appearance of tumor cells under a microscope. SCLC is about 15 percent
of LC, while NSCLC is about 85 percent [1,2]. Detecting LC at an early stage improves the rate of
survival from 15% to 50% [1,2]. ML-based image classification technique increases the survival rate by
detecting cancer with CT images. The CT scan image that shows the 3D image of the lungs is one of the
familiar evidences for detecting cancers [3]. The performance of existing detection techniques is not
sufficient to provide an optimal output to aid medical practitioners in making decisions on the health
condition of a patient. Therefore, there is a demand for an efficient image classification technique to
detect LC with CT images.

The building blocks of a CNN comprises of convolution, pooling, and fully connected layers. The
convolution layer extracts the features from an image [17,18]. The pooling layer is an optional layer that
reduces the spatial size of the image and reduces the number of parameters for computation in the
network. The fully connected layer uses the extracted features from the convolution layer for generating
outputs.

The RF classifier is based on the decision tree algorithms [21,22]. It applies a set of If–else statements to
find a solution for a complex problem. Fig. 1 shows the decision-making process of an RF classifier. It
represents the processes of feature extraction, intermediate decision, and final decision. A final decision is
made concerning the set of intermediate decisions. A feature will be provided as an input to a decision
tree and each tree takes an intermediate decision. Finally, a decision will be made using the intermediate
decisions.

Figure 1: The decision-making process of a random forest classifier
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The following part of this section discusses the existing image classification approaches based on
supervised and unsupervised learning techniques. We have followed a systematic way in the process of
collecting literature and research articles related to methods of detecting LC, based on ML techniques.

Wu et al. [1] proposed a method for diagnosing LC. In this research, probability analysis and decision
making were adopted to identify the probability of NSCLC transitions. The treatment of NSCLC contains
four stages of treatments: Stage I and II treatments adopts the drug approach for improving the lifetime of
a patient. The number of treatments is increased in stages III and IV. NSCLC data of three hospitals from
a period of 2011 to 2015 was used for the experimentation of this research. An effective parameter
selection method is used to extract the effect of the correlation parameters. However, a classifier is
required to process correlation parameters to generate a pattern from data.

Varadharajan et al. [2] developed a Naive Bayes (NB) and Artificial Neural Network (ANN) based
technique to predict lung carcinoma with the support of back propagation neural network and decision
tree classifiers. The two noteworthy sorts of LC are NSCLC and SCLC (or) oat cell disease. The data set
is processed by a framework with a set of conditions. A variable called anticipated esteem is used as an
indicator in the framework for predicting the health condition of a patient. The framework of this research
cannot be implemented in IoT applications. Nonetheless, the concept can be used to design a ML
approach for medical IoT.

Liu et al. [3] proposed an LC detection method in medical IoT. Deep reinforcement learning is used in
this research to detect and diagnose LC. A framework with a supervised and unsupervised learning model is
used for deep auto encoder and reinforcement learning. Deep reinforcement learning was employed to locate
the position of a tumor in the images. The concept of action and reward is used to train the Q–Network and
deep reinforcement learning method. The output of this research shows that learning technique is better than
reinforcement learning approach.

Hart et al. [4] constructed an ANN–based method for predicting the risk of LC. The method is based on
personal health information. The experimental results show that this method provides low-cost tools for
predicting the risk associated with LC.

Agrawal et al. [5] developed a method based on association rule mining to identify hot spots in the LC
image data set. The method has identified characteristics of the image segment using the value of the average
survival rate. The association rule analysis is one of the greedy approaches for constructing the tree of rules in
a depth-first fashion. It is applied to remove the redundant rules based on domain knowledge. The output of
this study provides interesting insights into the survival rate of LC.

Muthazhagan et al. [6] contributed a survey of methods to identify LC in various aspects. According to
this study, the survival rate of LC is only about 13 to 15 percentage. Identifying LC at an early stage is a
challenging task for medical practitioners. Many research papers were published on identifying LC
through computer-aided methods. The methods were broadly classified into data mining and medical
image classification methods. Krishnaiah et al. [7] constructed a data mining classification technique to
diagnose LC. In this study, the author examined the application of classification-based data mining
techniques including Rule-based, NB, Decision Tree, and ANN on a large amount of healthcare data
corpus. Dependency Augmented NB classifier and Naive Credal classifier were applied to pre-process
data. The results of this study show that the supervised learning technique produces better output from
CT images.

Dass et al. [8] proposed a classification technique to find LC sub types. They have constructed a decision
tree using the J48 algorithm to predict LC for unknown classes. The output of this study has shown that the
classifier has supported the medical practitioners by providing accurate differential treatment for LC using
the knowledge of Biomarkers.

1010 IASC, 2022, vol.31, no.2



Valluru et al. [9] constructed a model to diagnose LC. In this model, the Support Vector Machine (S V
M) is employed for classifying medical images. The technique has used the kernel function to change a non–
linearity problem into a linearity problem for reducing the complexity of a mapping process. An enhanced
Grey Wolf Optimization (GWO) with a Genetic Algorithm (GA) is applied in this model for extracting
features from a medical image. The extracted features were classified by S V M. The output of the
research showed that this model produces optimal accuracy in classifying medical images.

Zheng et al. [10] proposed a CNN system for aspect-based sentiment analysis. Authors combined the
features of linguistic resources and gating mechanism for developing a sentiment analyzer. SEMEVAL
2014 restaurant data set was used in the research for evaluating the performance of the CNN application.
The outcome of the study shows that the CNN system is more effective than the other approaches.

Zhou et al. [11] developed a hybrid deep learning Electrocardiogram (ECG) system by integrating CNN
and Extreme Learning Machine (ELM). Authors used MIT - B I H database, which is a widely used data set
that contains 84,615 items. The method has applied the RELU function for representing the feature map of
the classifier. The ELM layer was used to classify one-dimensional vectors of the feature map transformation.
The experimental results showed that the accuracy of the classifier is 97.5%, revealing its better
generalization ability.

Zhang et al. [12] proposed a novel model for extracting spatial and semantic Convolutional features to
track objects. They have constructed a Multi-scale pyramid correlation filter for each target and derived its
features. OTB-2013, a benchmark data set was employed in the research for validating their method. The
outcome of the study showed that the method has outperformed 12 state-of-the-art trackers.

Luo et al. [13] developed a Coverless Real-time image information hiding system using an image block-
matching and CNN. In this research, a set of real-time images are segmented using a specific condition. The
DENSENET application is applied for extracting high-level semantic features for similar blocks. Morphed
images were utilized on both sending and receiving ends. The experimental results revealed that the
method provides better robustness with retrieval accuracy.

Wang et al. [14] developed a Neural Network (NN) based stochastic non-linear system to remove the
linear growth condition for non- linearity in the finite-time systems. A neural controller is designed
through a back-stepping technique to approximate unknown functions. The experimental results were
satisfactory.

Fang et al. [15] proposed a feature selection method for effective medical diagnosis. The authors have
applied a composition and distribution of possible symptoms in digital medical records and evaluated using
traditional feature selection methods. The experimental results showed that the method achieves greater
accuracy.

Chen et al. [16] developed an extraction method to extract texture features from cloud images. The
power spectrum analysis is used to compute the feature vector values. The outcome of this study showed
that multiple frequencies of texture can be identified, and sub clouds can be generated.

Nath et al. [17] found that ML method improves the rate of cancer diagnosis and support healthcare
services to reduce the mortality rate of patients with cancer. It revealed that the data analysis technique
can increase the accuracy of cancer predictability.

Based on the review of literature, we have framed the research questions as follows:

1. To find a proper classifier for LC image classification.
2. To evaluate the performance of the proposed classifier.
3. To develop an effective image classifier to support IoT devices for detecting LC with CT images.
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3 Research Methodology

RF classifier is an enhanced decision tree technique that applies a set of if-else conditions to produce the
optimal result for a large dataset. The overview of the proposed method is shown in Fig. 2. Initially, CNN is
used to extract features from the CT images. The process of extraction of features is illustrated in Fig. 2. After
the extraction of features, the RF classifier will be trained with features and labels to learn the environment to
detect cancer hot spots in the CT images. The trained classifier will be tested with features without labels and
evaluated with performance metrics. The SVM and NB classifiers will be trained and tested similar to the RF
classifier.

Step 1 – Input CT images.

In this step, the dataset of CT images from https://wiki.cancerimagingarchive. net/display/Public/LIDC-
IDRI (D1) [27] is used to train and test the classifiers. The details of the data set are shown in Tab. 1. To
identify benign types, we have used the images from http://www.via.cornell.edu/lungdb.html (D2) [28].
The Dataset D2 contains an image data set of 50 low doses of whole-lung CT scan images. Both datasets
are freely available for research scholars. They contain a sufficient amount of data to train ML methods
to uncover a complex object. Apart from the dataset, a set of 10 CT images of benign tumors in the lungs
are downloaded from the Internet and used to train the classifiers.

Figure 2: Illustration of the proposed research

Table 1: Details of dataset – D1

Number of patients 47

Number of images 3954

Cancer Type NSCLC

Total size 2.27 GB
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Step 2 - Pre-process dataset.

In this step, the CT images are pre-processed and transformed into a computable form for the CNN
model. A filtering technique is used to smooth edges and remove specific noise from images.
A widowing approach is followed for transforming Hounsfield Units (HU) to grey scale values.

Step 3 – Extract features using convolution and pooling layer.

The CNN is built in a way to handle both linear and non–linear images. Forward and backward
propagation is required for a NN to extract features from the images with fewer errors. The following
procedure is followed for the forward propagation in the process of extraction of features from the CT
images.

Let m be an image, Fr be a filter and “*” as a convolution then the mathematical expression to represent a
Fully connected layer (Ef) is as Eq. (1):

Ef ¼ m � Fr (1)

For instance, consider a CT image size as a 3 X 3 matrix and a filter of size 2 X 2 matrix. The matrices are
as shown in Eq. (2). It outlines the importance of a filter in CNN model.

1 7 2
11 1 23
2 2 2

� 1 1
0 1

(2)

The resultant 2D matrix is formed after the process of multiplying the above two matrices. The resultant
matrix is as mentioned in Eq. (3):

9 32
14 26

(3)

The dimension of the image and the filter are smaller in size; therefore, it is predicted that the output
matrix is 2 X 2 matrix. However, the shape of the output is not easy to predict for complex input image
and filter dimension. The expression in Eq. (4), (5), and (6) represents the dimension of image, filter, and
output matrix.

Dimension of image ¼ ðm; mÞ (4)

Dimension of filter ¼ ðFl; FlÞ (5)

Dimension of output will be ððm� Flþ 1Þ; ðm� Flþ 1ÞÞ (6)

The output matrix shown in Eq. (3), is converted into a one-dimensional array and sent to the fully
connected layer. Each value in the array is treated as an individual feature to represent the input image.
The fully connected layer performs linear and non-linear transformation on the one-dimensional array.
Eq. (7) shows the expression for the linear transformation.

F ¼ W:Xþ Z (7)

Here, F is the linear transformation, X is the input, W is weight, and Z is a constant. Fig. 3 shows the
process of extraction of features from CT images through the proposed CNNmodel. Initially, the convolution
module uses a filter and extracts features and forwards it to a NN model. The convolution module will be
iterated to generate a greater number of features. A set of new N–features will be formed by interacting
with the initial set of N–features. The optimization module minimizes the actual input with predicted
probability. CNN follows a forward and backward propagation method to update weights. This process of
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generating features from CT images is illustrated in Fig. 3. The feature extraction process is a three-layered
approach, which processes an image from convolution layer to optimization layer. In each layer, features are
updated with forward and backward propagation.

CNN demands a non–linear transformation to capture the complex relationships between features.
Therefore, a Sigmoid function is used to sum non - linearity to data. The expression for the Sigmoid
activation function is as shown in Eq. (8):

fðyÞ ¼ 1=ð1þ e�yÞ (8)

The range of this Sigmoid function will be between 0 to 1. It is used for both convolution and fully -
connected layer. The Sigmoid function for the fully connected layers is applied in Eq. (9) as follows:

output ¼ Sigmoid Fð Þ (9)

After the completion of the forward propagation, the following Eq. (10) is used for the backward
propagation. The backward propagation for fully connected layer is calculated using the below expression:

@E=@W ¼ @E=@O:@O=@F:@F=@W (10)

∂E/∂W is the output to represent fully connected layer,

∂E/∂O is the difference in error,

∂O/∂F is the difference in output with respect to F (Feature),

∂F/∂W is the change in F with respect to W (weight).

Finally, the backward propagation for convolution layer is calculated in Eq. (11) as follows:

@E=@fl ¼ @E=@O:@O=@F:@F=@A1:@A1=@F:@F=@fl (11)

∂E/∂fl is the output to show the convolution layer,

∂E/∂O is the difference in error,

∂O /∂F is the change in output for F (Feature),

∂F/∂A1 is the change in F concerning A1, which is calculated by ∂F/∂W.

Figure 3: Extraction of features from images
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∂A1/∂F is the change in A1 to F, and

∂F/ ∂f is the change in F concerning fl (filter).

Step 4 – Groups 70% of features and relevant labels as train set.

Step 5 – Groups 30% of features without labels as a test set.

Step 6 – Trains RF, SVM, and NB classifiers with train set.

CNN reduces the entropy of the data set and supports RF classifier to gain more information from the
extracted features. The features and target labels will be sent as an input to the classifier as shown in Fig. 4.
After the training phase, the RF, NB, and SVM can classify the images without target labels. Therefore, the
testing phase uses 30% of dataset to test the ability of the classifiers. The following steps show the
implementation of the RF classifier:

i) Choose random K features from the training set.
ii) Create a decision tree related to K features.
iii) Select several N trees to classify the K features and repeat steps i and ii.

For a new feature, compute each N tree to predict a value for a feature and assign the feature across all
predicted values.

The following snippet 1 shows the primary algorithm of an RF classifier. It represents the classification
processes that supports the proposed method to classify LC. It takes the maximum of the size of trees and
features to integrate the intermediate results and make a final prediction/decision.

Snippet 1:Algorithm_Random_Forest

def rf_classify (train, test, n_depth, nm_size, set_size, max_trees, max_features ) :

dectrees = list ( )

for i in range (max_trees ) :

sample = child (train, set_size)

dectree = build_tree (sample, n_depth, nm_size, max_features )

dectree.append ( tree )

classification = [ set_predict ( dectree, row ) for row in test ]

return (classification)

Figure 4: The process of identifying lung cancer
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The code for NB and SVM classifiers is available in the GITHUB repository [27]. We downloaded the
core part from the repository and customized it for the proposed CNN. The CNN module is common for all
classifiers.

Step 7 – Tests RF, SVM, and NB classifier with test set.

Step 8 – Calculates evaluation metrics and measures performance of classifiers.

The following metrics are applied in the experimentation to measure the performance of the classifiers.
These are widely in the research studies for evaluating the performance of a AI based technique [28].

i) Feature Selection Value

The Feature selection Value (FV) is similar to fitness value in GA and evolutionary algorithms. It is used
to indicate the ability of classifiers in selecting features to predict the type of LC with CT images. It reduces
the computation time and memory of the proposed approach in classifying the LC. In this research, we have
applied an intermediate memory that connects both CNN and each classifier. The FV shows the number of
features selected by the classifier to make a final decision. The maximum value of the feature selection is 1. A
higher value is associated with better performance of the classifier. Eq. (12) shows the calculation of FV.

Feature selection value ¼ Number of features selected for prediction

Total number of features generated by CNN
(12)

True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) are the four
parameters for calculating Accuracy, Precision, Recall (Sensitivity), and Specificity. TP and TN are the
correctly predicted positive and negative values whereas FP and FN are the contradicted values against
the actual values.

ii. Accuracy

It is the most common performance measure that indicates a ratio between the correctly classified
observations to the total observations. It is calculated as stated in Eq. (13):

Accuracy ¼ TPþ TN

TPþ FPþ FNþ TN
(13)

iii. Precision

Precision is the ratio between TP and the sum of TP and FP. It is used to measure the ability of a classifier
to find only relevant hot spots of cancers (malignant) with images. The general formula used for the same is
as shown in Eq. (14):

Precision ¼ TP

TP þ FP
(14)

iv. Recall

It is the ratio between TP and the sum of TP and FN. It is also called as sensitivity. It is used to calculate
the capability of an image classifier in finding all relevant hot spots (benign and malignant) with the images.
The following Eq. (15) for Recall is as follows:

Recall ¼ TP

TP þ FN
(15)
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v. F-measure:

It is the weighted accuracy of both recall and precision. It shows the ability of a classifier in retrieving
relevant hot spots and detect the type of cancer correctly. It is calculated as mentioned in Eq. (16).

F �Measure ¼ 2 � ðRecall � PrecisionÞ
ðRecall � PrecisionÞ (16)

vi. Specificity

It is the metric that contradicts sensitivity. It shows the ability of a classifier to predict a patient with
benign type of cancer. The general formula for sensitivity is shown in Eq. (17).

Specificity ¼ TN

TN þ FP
(17)

Step 9-End.

4 Results and Discussion

The above presented method is developed using PYTHON 3.7 in Windows 7 environment. The
parameter settings for classifiers and CNN are provided in Tabs. 2 and 3. The settings include the
experimentation portion taking place on two dimensions: feature extraction from CT images and cancer
hot spot detection. A benchmark image from the repository D1 and D2 is employed in the research. The
details about the repository are discussed in the previous section. Each image from D2 is generated in a
single breath with 1.25 mm slice thickness.

Table 2: Parameter settings for CNN

Layer Settings

Convolution Filters = 32, Kernel size = 4.10, padding = same, strides = 1
batch normalization + activation(‘relu’)

Fully Connected Dense100 + Activation (‘relu’) (feature_dense)

Table 3: Parameter settings for classifiers

Classifiers Parameter

RF Bootstrap = True, ccp_alpha = 0.0, class_weight = None,criterion = ‘gini’,
max_depth = None, max_features = ‘auto’, max_leaf_nodes = None, max_samples = None,
min_impurity_decrease = 0.0, min_impurity_split = None, min_samples_leaf = 1,
min_samples_split = 2,
min_weight_fraction_leaf = 0.0, n_estimators = 100, n_jobs = None, oob_score = False,
random_state = None, verbose = 0, warm_start = False

NB Alpha = 0.01, class_prior = None, fit_prior = True, class_count = None, class_log_prior_=
cnn [12], classes = cnn [80]

SVM C = 1.0, cache_size = 200, class_weight = None, coef = 0.0, decision_function_shape =’ ovr’,
degree = 3, gamma = ‘auto’, kernel = ‘linear’, max_iter = −1, probability = True,
random_state = 42, shrinking = True, tol = 0.001, verbose = False
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In this study, we have developed a CNN with four convolution layers consisting of activation and
pooling modules. A total of two fully connected layers are employed to process the features generated by
the convolution layers. The settings for CNN are given in Tab. 2.

The repository has provided expert opinions about the images. Some of the sample images are shown in
Fig. 5.

Tab. 5 provides the features selection capability of the classifiers for Normal CT images. CNN has
extracted features from D1 and D2. After the extraction, features are selected by RF, NB, and SVM.
Feature selection value (FV), Standard deviation (Std), and computation time are calculated for each
classifier.

Tab. 4–6 presents the FV, Std, and computation time of classifiers. It is provided in Tab. 4 that the FVof
both NB and SVM is poorer than the proposed RF classifier. For instance, for the process of selecting features
from normal CT images, a higher FV of 0.82 is obtained by the RF classifier whereas, the NB and SVM
achieved FV of 0.74 and 0.79 respectively. The computation time of the RF classifier is more than SVM.
However, it is lesser than the NB. Similarly, on the benign images in Tab. 5, RF obtained an FV of
0.87 whereas, the NB and SVM classifiers achieved an FV of 0.86 and 0.84 respectively. It is evident
from Tab. 6 that the RF classifier achieved an FV of 0.94, a better value with less computation time with
comparison with the NB and SVM classifiers. Fig. 6 shows the graph of combined FV of the classifiers
for normal, benign, and malignant LC.

Figure 5: Sample CT images of lung cancer
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The proposed RF classifier showed a superior outcome with a better FV. Nonetheless, both NB and SVM
depicted lower results. The proposed method achieved an average FVof 0.88 and computation time of 1.19 s
on all sets of images, which depicts the better capability of the presented method than the existing classifiers.
Especially, the proposed method has used a smaller number of features to predict a type of cancer with CT

Table 4: Details of feature selection for normal CT images

Classifiers/Measures No. of Images FV Std Time

NB 10 0.74 0.04 0.28

SVM 10 0.79 0.02 0.23

RF 10 0.82 0.02 0.25

Table 5: Details of feature selection for benign CT images

Classifiers/Measures No. of Images FV Std Time

NB 10 0.86 0.02 2.36

SVM 10 0.84 0.01 3.56

RF 10 0.87 0.01 1.86

Table 6: Details of feature selection for malignant CT images

Classifiers/Measures No. of Images FV Std Time

NB 10 0.77 0.02 1.74

SVM 10 0.81 0.02 2.01

RF 10 0.94 0.02 1.47

Figure 6: Feature selection value of classifiers
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images. For instance, for malignant cancer images, a maximum of 10 images was used by the RF classifier
and a value of 0.94 was obtained whereas, the NB and SVM achieved an FVof 0.77 and 0.81 respectively
with the same number of images. Tab. 7 shows the computation time during the training and testing phase of
the proposed classifiers. It is evident from Tab. 7 that the RF classifier takes less amount of time during the
testing phase.

An analysis of the existing and the proposed method is made in terms of accuracy, precision, recall
(sensitivity), F-measure, and specificity for the images in the repositories (datasets) D1 and D2. From the
Tab. 8 and 9 and the relevant Fig. 7 and 8, it is evident that the proposed method attained an average
accuracy of 93.25% whereas the NB and the SVM classifier obtained 94.1% and 92.7% respectively. For
instance, for the images in D1, the proposed method has achieved an accuracy of 92.3%, which is lesser
than the NB. However, it has scored better precision, recall, F-measure, and specificity than the NB. In
short, the proposed method has achieved an optimal solution in all sets of test images than the NB and
the SVM classifier.

Table 7: Details of training and testing time of classifiers (In seconds)

Classifiers/Measures Training (Seconds) Testing (Seconds)

D1 D2 D1 D2

NB 0.748 0.845 0.452 0.489

SVM 0.968 0.865 0.427 0.451

RF 0.943 0.798 0.436 0.563

Table 8: Accuracy analysis for dataset(D1) (In percentage)

Classifiers/Measures Accuracy Recall Precision F - Measure Specificity

NB 94.6 91.2 84.3 87.6 75.4

SVM 90.9 92.5 88.1 90.2 79.8

RF 92.3 93.7 89.4 91.5 78.7

Table 9: Accuracy analysis for dataset(D2)

Classifiers/Measures Accuracy Recall Precision F-Measure Specificity

NB 93.6 89.6 90.4 90.0 74.6

SVM 94.6 91.3 86.7 88.9 79.1

RF 94.2 93.8 90.3 92.0 80.8
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5 Conclusion

In this research, a Random Forest classifier with Convolutional Neural Network is devised to classify
benign and malignant lung cancers with Computer Tomography images. The difficulties involved in
extracting features from images reduces the performance of the existing image classifiers. The
implementation part of this classifier takes place on three dimensions: Feature extraction, selection, and
prediction of cancer hot spots. The proposed method has obtained superior results on all sets of test
images under different aspects. Moreover, it secures an average accuracy of 93.2% and better precision,
recall, and F-measure which is significantly higher than the compared methods. The time taken by the
presented method to decide an output from an image is lower than that of the existing methods. The
outcome of the experimental analysis ensures that the proposed IoT based random forest classifier can be
applied in IoT based real-time health care services to identify lung cancers with images. Moreover, it
represents that the performance of the proposed method is effective than the existing methods. In the
future, the method can be enhanced to identify the damage caused by Corona virus in human lungs.
Furthermore, a deep learning approach can be applied to improve the efficiency of the classification
technique.

Figure 7: Result analysis for dataset (D1) (In percentage)

Figure 8: Result analysis for dataset (D2) (In percentage)
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