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Abstract: Because of the characteristics of high redundancy, high parallelism and
nonlinearity in the handwritten character recognition model, the convolutional
neural networks (CNNs) are becoming the first choice to solve these complex pro-
blems. The complexity, the types of characters, the character similarity of the
handwritten character dataset, and the choice of optimizers all have a great impact
on the network model, resulting in low accuracy, high loss, and other problems. In
view of the existence of these problems, an improved LeNet-5 model is proposed.
Through increasing its convolutional layers and fully connected layers, higher
quality features can be extracted. Secondly, a more complex dataset called
EMNIST is selected and many experiments are carried out. After many experi-
ments, the Adam optimization algorithm is finally chosen to optimize the network
model. Then, for processing character similarity problems on the pre-processed
EMNIST dataset, the dataset is divided into different parts and to be processed.
A better-divided result is selected after the comparative experiments. Finally,
the high accuracy recognition of handwritten characters is achieved. The experi-
mental results show that the recognition accuracy of the handwritten characters
reached at 88% in the test set, and the loss is low.

Keywords: Convolutional neural networks; handwritten character recognition;
tensorflow; optimizer

1 Introduction

In this era of big data, there are a great number of text data that need to be processed. These data are
closely related to people's lives. Such as signs everywhere on the street, product signs in daily life, and
data that need to be processed by the staff in daily work. Therefore, to adapt to the development trend of
the age of science and technology, or to free people from such complicated work has become more
important. It is necessary to realize the automatic detection, the recognition, and the preservation of a
great number of handwritten characters quickly and accurately. To solve these problems, researchers
began to engage in character recognition research, thus promoting the emergence and development of
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optical character recognition (ORC) technology. The development of ORC technology can be traced back to
the early of 19th century, and it was not formally proposed until 1928 [1].

ORC is the real-time and efficient positioning and recognition of text information in pictures. ORC can
recognize various characters and text information in different scenes. Number recognition is relatively simple
and easy to be recognized. However, due to the similarity of characters and the complexity of the dataset,
there are certain challenges and difficulties in the recognition of 52 uppercase and lowercase letters [2].
Text recognition, especially because of the different glyphs, whose structure presents high complexity,
needs to recognize up to thousands of characters [3]. It is difficult to identify these characters quickly.
The existing character similarity problem and a large amount of abnormal data in the dataset must also be
solved. There are currently some methods that can be used to optimize ORC technology, such as adaptive
feature selection algorithm and particle swarm algorithm [3–7].

In the research process, well-known researchers constantly innovate algorithms. These innovative
concepts promote the following development of handwritten recognition technology and promote its rapid
development [8–10]. At the same time, these innovative thoughts and algorithms are also applicable in
other fields, and correspondingly promote the vigorous development of other industries. From the point
of view of the research status, there are various character recognition algorithms at the present stage, both
in terms of recognition accuracy and speed. They all have achieved good results [11–13]. At present,
character recognition based on neural networks is much better than some traditional algorithms.
Therefore, this paper proposes an improved CNN model, which is trained on a dataset containing
numbers and uppercase and lowercase characters. Finally, we realize handwritten character recognition [14].

The main contributions of this paper are as follows:

1. A more reasonable division of the dataset is used to avoid the influence of character similarity on
experimental accuracy. Experimental results show that this method effectively alleviates the
problems caused by character similarity.

2. An improved LeNet-5 network model is proposed. Compared with the original model, by increasing
its number of layers, it is found that it has better performance. Under the same dataset, the accuracy of
this model is improved by about 4% compared with the original LeNet-5 network model.

3. The Adam optimizer, which is more suitable for this experiment is adopted. Through comparing the
influence of the current commonly used optimizer on the experimental results and doing a great
number of experiments, Adam optimizer is finally adopted, with an accuracy increase of 6%
compared with SGD optimizer.

4. We implemented this experiment on a more complex dataset named EMNIST, and currently there are
not many people doing experiments on this dataset based on LeNet-5.

2 Related Work

2.1 LeNet-5 Model

LeNet-5 is often used in character recognition tasks and has achieved good results so far. In this paper,
LeNet-5 is trained on the dataset. The network structure of LeNet-5 consists of seven kinds of layers, mainly
including the input layer, output layer, convolutional layers, pooling layers, and fully connected layers. The
input of the latter layer is the output of the former layer [15]. In addition to the input layer, every other layer
has trainable parameters, and each layer has more than one feature map. Each feature map uses a filter to
extract the effective features of the input image, and then each Feature Map has more than one neuron.
The LeNet-5 structure is shown in Fig. 1 below. It is the first CNN which is applied to digital recognition
successfully [16].
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The function of the convolutional layer is to extract the effective features of the input image information.
When a character image is fed into the input layer, some information about the image is useful to the model,
but some information is useless. If the information of the entire image is input into the neural network for
processing, the useless information not only affects the training speed, but also leads to low accuracy.
Therefore, after being processed by the convolutional layer filter, the effective features in this picture will
be extracted. Then these messages will be input into the neural network, which will be conducive to the
training of the neural network, and a better network model will be obtained.

The convolution operation of the convolutional layer is accomplished by using filters. The function of
the filters is to transform an input child node matrix on the current layer neural network into a unit child node
matrix on the next layer neural network by using the filters and input node matrix to do the element-wise
product operation [17]. The filters and the input matrix with the same size as the filters do the element-
wise product operation. Then, we move a filter from top to bottom, from left to right under a certain step
size, constantly do the element-wise product operation. Finally, we will get a dimensionless node matrix.

To better explain the convolution operation process of the convolution layer, a specific example is
introduced next. In the subsection, we need to convert a 7 × 7 × 3 input node matrix after processing
through two 3 × 3 × 3 filters into a 3 × 3 × 2 output node matrix with a moving step of 2. In this paper,
we use wi

x;y;z to represent the node number i of the whole weight of input matrix, use bi to represent the
bias parameter of the input node number i, use ax;y;z to represent the value of the filter node number (x, y, z).
The length of the node matrix is x, and the width is y. The depth is z, which is the number of channels.
Therefore, the value g(i) of the output node number i from the node matrix is as follows:

g ið Þ ¼ f
X7

x¼1

X7

y¼1

X3

z¼1
ax;y;z � wi

x;y;z þ bi
� �

(1)

Like convolution, pooling of some parameters of the filters are set in advance. But different with
element-wise product of the convolutional layers, the filter operation of the pooling layer is an operation
to calculate the maximum or average value of the pooling area, which can be divided into the max
pooling and the average pooling. The advantages of the pooling layer are that it can improve the
operation speed of the whole model, reduce the number of parameters of the fully connected layers, and
prevent the occurrence of overfitting. Therefore, the pooling layer is a relatively important structure.
Pooling operation reduces the size of the image but does not change the number of feature maps. The

Figure 1: LeNet-5 model structure diagram
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pooling filters also traverses from left to right and from top to bottom in accordance with a certain step size.
The max or average value of the pooling area of the same size is calculated and the result is output.

The max pooling operation equation is as follows:

pl ¼ max
i2c

ci (2)

The average pooling operation equation is as follows:

pl ¼ 1

n

X
i2c ci (3)

i is the node number i of the input node matrix, ci represents the value of the node number i, and n
represents the number of nodes.

After all the input features are sorted out and calculated, a fully connected layer turns them into a one-
dimensional array, which corresponds to the sample space. In other words, the fully connected layer finally
classifies the extracted features. The neurons in a fully connected layer connected with the neurons in the
previous layer and the neurons in the latter layer. Meanwhile, the fully connected layers can also integrate
the characteristic information in the convolutional layers and pooling layers. Therefore, compared with
the convolutional layers and the pooling layers, the fully connected layers have a very large number of
parameters. In order to solve the problem of too many parameters, the dropout operation [18] is used,
which can randomly deactivate some parts of the neurons in the neural network, so that this problem can
be solved. In general, every neuron in the fully connected layers uses the rectified linear unit (ReLU) as
the excitation function to improve the performance of the model.

2.2 Improved LeNet-5 Network Model

This paper initially used LeNet-5 network model to be trained on the dataset. In order to improve the
accuracy and the generalization ability of this model, so in this paper, the LeNet-5 has been improved.
The improvements in LeNet-5 are shown in Tab. 1 below. It has been proved that the training accuracy
and the generalization ability of the improved network model all have been improved.

Table 1: The structure of Improved LeNet-5 network

Floors Structure Input matrix Output matrix

1th Convolutional layer Original photo size 28 × 28 × 32

2th Convolutional layer 28 × 28 × 32 28 × 28 × 64

3th Pooling layer 28 × 28 × 64 14 × 14 × 64

4th Convolutional layer 14 × 14 × 64 14 × 14 × 128

5th Convolutional layer 14 × 14 × 128 14 × 14 × 256

6th Pooling layer 14 × 14 × 256 7 × 7 × 256

7th Convolutional layer 7 × 7 × 256 3 × 3 × 256

8th Convolutional layer 3 × 3 × 256 1 × 1 × 256

9th Fully connected layer 256 512

10th Fully connected layer 512 512

11th Fully connected layer 512 49
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2.3 Handwritten Character Recognition Process

The process of handwritten character recognition based on the convolutional neural networks can be
divided into four stages.

The first stage is the data preprocessing stage, in which the main task is to preprocess the data image,
including the cutting and standardization of the image data, and then convert its format into the format
required by the neural network input. Divide the training set and test set, then extract the characteristics
of the data, and finally make the image data into memory object dataset.

The second stage is the model construction stage, in which the main task is to determine the
convolutional neural network model to be used, to calculate the dimension and size of each parameter,
and then set the hyperparameter of the model. Finally, python language is used to build the model on the
TensorFlow framework.

Then, in the training stage, in which the constructed neural network model is trained on the pre-
processed training dataset, and the model is saved every 1,000 rounds. The graph of its accuracy
changing with the number of iterations is printed to observe the change of its accuracy.

After that, in the validation phase, it is used to assess the model stage. According to the results of the
validation dataset, we adjust the network structure and control the parameters of the model complexity to
achieve the optimal model on the validation dataset. Then, we print graphs of accuracy and loss that vary
with the number of iterations, and observe the changes of its accuracy and loss.

Finally, there is the test phase. This phase tests the model that performs best in the verification phase on
the test dataset. It can also predict the characters in a single image and observe whether the model can
recognize the characters correctly.

2.4 Introduction to Dataset

In this paper, EMNIST [19] dataset which is very similar to the MNIST dataset is selected, and the
quantity, category, and exception of the dataset are processed accordingly. Finally, the network model in
this paper is trained and tested on this dataset.

EMNIST is known as MNIST. However, the accuracy of most network models in the MNIST dataset is
excellent, so on this basis, the EMNIST dataset is launched, and the image size and interface of this dataset
are like MNIST. As the EMNIST dataset is a preprocessed dataset that can be directly used in the network
model, there is no need for normalization, centralization, binarization, refinement, and other operations.

As the EMNIST dataset is a foreign dataset, its character writing mode is different from the traditional
Chinese writing mode. They usually like to use the connecting pen, and these data are not filtered, so the
dataset contains some abnormal data that is difficult to be recognized, as shown in Fig. 2. According to
the causes of data exceptions, abnormal data can be roughly divided into the following types:

1) The writing character is too small or the connecting pen makes it unrecognizable, which affects the
recognition accuracy.

Figure 2: Example of abnormal data
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2) The strokes of writing characters are too vague to be recognized, resulting in the unknown shape of
the characters.

3) Due to different writing habits, the characters seem so similar to other types of characters.

4) The differences between different characters are too small to distinguish.

These abnormal data will affect the experimental accuracy and cause unnecessary errors. In order to
avoid the affection of abnormal data, this paper deletes the data with the exception problems. All data in
the dataset are standardized.

3 Experiment and Result Analysis

3.1 Experimental Data Processing

In order to alleviate the influence of character similarity on the result, a new partition of the dataset is
made in this paper to solve the influence. The model is trained and validated on three sets of data with
different results, and the experimental results are analyzed to compare which dataset is more suitable for
this experiment.

1) The first dataset consists of 62 characters, including numeric characters 0 to 9, uppercase and
lowercase of English letters.

2) The second dataset consists of 36 characters. Uppercase and lowercase letters are grouped together,
and the influence on the experimental results is observed to verify the existence of capitalization and
letter similarity.

3) The third dataset contains 49 characters. Based on the first dataset, the similar characters (0, o, O), (Z,
z), (1, L), (P, p), (X, x), (S, s), (W, w), (U, u), (V, v), (M, m), (K, k), (C, c) are classified and processed, i.e., (0,
o, O) are classified into one class, and so are the others.

The specific categories of the datasets are used in this paper and the corresponding number of training
dataset, verification dataset, and test dataset is shown in Tab. 2.

3.2 Experimental Parameter Setting

The basic learning rate used in this paper is 0.8, and the learning rate decay rate is 0.99. The exponential
decay method is adopted to control the change of the learning rate. The number of training rounds is 100,000,
and the training model is saved every 1,000 rounds. In order to prevent overfitting during the training, the
dropout method is used in this paper. In the process of calculating the loss value, L2 regularization is
used to improve the fitting [20].

In this paper, 1,200 pictures/classes are used as training data, 200 pictures/classes as verification data,
and 100 pictures/classes as test data.

Table 2: Datasets division information

Name of Dataset Classes Training Dataset Validation Dataset Test Dataset

Data1 64 1,200 images 200 images 100 images

Data2 36 1,200 images 200 images 100 images

Data3 49 1,200 images 200 images 100 images
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3.3 Evaluation Index Parameters

Accuracy: The prediction is made on the network model with the data. If the real information of the data
is consistent with the predicted information, the prediction is correct. Usually, the output of the neural
network is a vector, and each dimension of the vector represents the probability of a certain category the
data is. The number of categories corresponds to the number of probability values, and then the
maximum value is taken as the predicted value. Accuracy is the percentage of correctly predicted data in
total data of a batch of datasets [21].

Loss: It is used to measure the consistency between the output value of the neural network and the true
value of the sample [22].

3.4 The Experiment Platform

The experiments in this paper are all run on Windows (64bit) system, and the training and testing
software of the deep learning neural network framework is TensorFlow [23]. The running memory of
CPU is 16GB and the GPU is one GTX1080Ti.

4 Analysis of Experimental Results

4.1 A Comparative Experiment on Character

During the training on the 62 characters (including numbers and uppercase and lowercase letters), the
accuracy is not very good, only around 70%. The shock of loss is huge. Therefore, this paper begins to
try to deal with some categories that are too similar in order to improve the recognition accuracy of the
network model [24].

Therefore, this paper trains the improved LeNet-5 network model on three different datasets and
verifies it. Finally, the experimental results are analyzed and the most suitable dataset is chosen for this
experiment [25,26].

The network model is trained on the first set of data and verified on the validation set, and its verification
accuracy is shown in Fig. 3.

Figure 3: The validation accuracy based on Data1
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The network model is trained on the second dataset and verified on the validation set, and its verification
accuracy is shown in Fig. 4.

The network model is trained on the third dataset and verified on the validation set, and the verification
accuracy is shown in Fig. 5.

Figure 4: The validation accuracy based on Data2

Figure 5: The validation accuracy based on Data3
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The improved LeNet-5 network model is used to train on the three datasets respectively, and verification
is carried out on the verification set. The comparison results of verification accuracy are shown in Fig. 6.

According to the experimental results, the accuracy of the training sets of the above three groups is close
to 98% after 40,000 rounds of training (overfitting problem exists). However, when verifying the model, the
verification accuracy obtained on the first dataset is the lowest, about 60%. After training and verification on
the second dataset, the verification accuracy is about 68%, which is 8% higher than that of the first group of
experiments. In the third group of experiments, the verification accuracy rate is about 85%, which has
reached a good accuracy.

Therefore, it can be concluded that the third dataset after character similarity classification has a
better result.

4.2 Model Performance Comparison

In order to verify the effectiveness of the improved LeNet-5 model, the performance of the LeNet-
5 model under the same dataset is compared. It has been proved that with the improved network model,
both the training accuracy and the generalization ability of the model have been improved [27–29]. As
shown in Fig. 7, the accuracy has been improved by about 0.3.

On the Data3, the improved LeNet-5 model is to be trained on the training dataset. The number of
training rounds was 100,000, and the model was saved every 1,000 rounds. The model that has been
saved during the training is verified on the validation dataset, as shown in Fig. 8. The accuracy of
verification is about 85%.

In order to get better results on the test set, a model with the optimal performance on the verification
dataset should be found, as shown in Fig. 9. The figure shows the accuracy of the verification set for
different iteration times. We test the model that performs best on the validation dataset on the test dataset,
and print training accuracy and loss every 1,000 times.

As shown in Fig. 10, the test accuracy of this model has reached about 88%, which still needs to be
improved, but it still achieves a relatively good result.

4.3 Optimizer Performance Comparison

The choice of the optimizer has a great impact on the model, and different optimization algorithms will
produce different effects in the same experiment. Although the gradient descent algorithm is the most widely
used one at present, many different optimization algorithms have appeared at present [30,31]. Therefore, this
section will try to use other optimizers to optimize the model. Based on the training of 50,000 rounds, it will

60%
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Figure 6: Comparison of verification accuracy on the three datasets

IASC, 2021, vol.29, no.2 505



observe the changes in the accuracy of the test dataset by optimizing the network model with several other
commonly used optimizers, to find a more suitable optimizer for handwritten character recognition and
improve the recognition accuracy. Fig. 11 shows the effect of the optimization model with different
optimizers on the validation set.

4.4 Recognition of Individual Characters

To use the trained model to predict the characters in a single image, the input image should be
preprocessed first, including image clipping, standardization, and changing the image format as
[1,28,28,1]. The picture to be predicted is shown in Fig. 12. 14 is the label of the picture, indicating that
the picture belongs to category ‘g’. The expected predicted value should be 14.

Figure 7: Verifies that the accuracy changes with the number of iterations, with the picture on the left of the
experiment on LeNet-5 and the picture on the right of the actual improvement model

Figure 8: The accuracy of verification
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After this character is recognized by the network model, the predicted value and the true value can be
output. In the experiment, the predicted value is 14. The predicted value is the same as the real value and the
prediction is correct.

5 Conclusions

Today, the accuracy and efficiency of handwritten digit recognition have reached a high level. Its
recognition rate has reached nearly 100%. Therefore, based on handwritten digit recognition, this paper
first challenges more datasets of handwritten character types and improves the LeNet-5 convolutional
neural network model, which is proved to be more expressive in this experiment. Secondly, apply
different classification processes to the dataset, and verify the influence of similarity on accuracy based
on experiments to select a better classification effect. In addition, different optimizers are used to compare
the influence on the experimental results, so as to adopt a more suitable optimization algorithm. Finally,
combined with the TensorFlow framework, handwritten character recognition was realized, and the
recognition rate reached 88%.
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