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Abstract: Stocks are the key components of most investment portfolios. The
accurate forecasting of stock prices can help investors and investment brokerage
firms make profits or reduce losses. However, stock forecasting is complex
because of the intrinsic features of stock data, such as nonlinearity, long-term
dependency, and volatility. Moreover, stock prices are affected by multiple fac-
tors. Various studies in this field have proposed ways to improve prediction accu-
racy. However, not all of the proposed features are valid, and there is often noise
in the features—such as political, economic, and legal factors—which can lead to
poor prediction results. To overcome such limitations, this study proposes a fore-
casting model for predicting stock prices in a short-term time series. First, we use
singular value decomposition (SVD) to reconstruct the features of stock data,
eliminate data noise, retain the most effective data features, and improve the accu-
racy of prediction. We then model the time-series stock data based on a long
short-term memory (LSTM) model. We compare our proposed SVD-LSTM mod-
el with four state-of-the-art methods using real-world stock datasets from two Chi-
nese banks: Ping an Bank and Shanghai Pudong Development Bank. The
experimental results show that the proposed method can improve the accuracy
of stock price predictions.

Keywords: Short-term stock price forecasting; singular value decomposition;
deep learning

1 Introduction

As a high-risk but high-yield investment method, stock trading has received a great deal of attention
from both investors and researchers. However, predicting stock prices and stock movement is challenging
because of uncertainties such as political factors, market factors, and environmental factors.

Since stock prices are affected by multiple factors, researchers have introduced various features to
improve the results of stock price prediction. However, there is often noise in these features, which
affects the accuracy of stock price prediction. Moreover, traditional forecasting methods typically use
statistical models to make predictions based on linear connections between stocks. Yet, given the
existence of nonlinearity in stock data, these types of statistical models often fail to accurately predict
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stock prices. To address this problem, the present study developed a model based on singular value
decomposition (SVD) and long short-term memory (LSTM).

SVD, as a matrix decomposition method, has been used extensively in the imaging field. For example,
SVD can be used to compress images by reconstructing an image matrix based on singular values [1]. In
recent years, with the development of artificial neural networks (ANNs) [2], LSTM networks have
facilitated significant progress in research on processing time-series data [3]. Compared to traditional
multilayer perceptron (MLP) [4], convolutional neural network (CNN) [5], and recurrent neural network
(RNN) models, LSTM networks account for the long-term nature of time-series stock data and add three
gates to deal with problems such as vanishing or exploding gradients.

Stock prices are highly prone to volatility as a result of political and economic factors, among others. For
this study, we used the top 30% of forecasting results as short-term forecasts, and all forecast results were
used as long-term forecasts. The experimental results indicated that our proposed model achieved better
results for short-term prediction than for long-term prediction.

This study proposes a deep learning model for predicting stock prices in a time series based on an SVD-
LSTMmodel. We used SVD to reconstruct the data by selecting partial features with large singular values; this
can eliminate noise in the data and improve data quality. Meanwhile, LSTM was used to train the cleaned input
data and predict the closing prices of stocks. In our experiments, the proposed SVD-LSTMmodel was shown to
outperform MLP, CNN, LSTM, and PCA-LSTM models in the short-term prediction of stock prices.

2 Related Work

There are many well-known models for stock forecasting, such as the autoregressive (AR) model,
autoregressive–moving-average (ARMA) model, and autoregressive integrated moving average (ARIMA)
model [6,7]. These traditional time-series stock models mainly rely on linear dependency among stock
prices. In reality, however, such linearity does not apply to time series because of factors such as the
political climate, and traditional time-series models thus have difficulty predicting stock prices with
acceptable accuracy.

With the development of neural networks, Bayesian [8,9] and decision tree [10] models, among others,
have been used for time-series forecasting. However, such models have difficulty accurately predicting stock
prices since they are primarily suited for classification tasks. Given their successful application in the field of
image processing, CNN models were subsequently adopted for predicting time-series data. For example,
using a stock dataset consisting of 1721 companies listed on the National Stock Exchange of India,
Selvin et al. [11] was able to accurately predict stock prices using a CNN model.

Nevertheless, CNN models are mainly applied in the field of image processing through operations such
as convolution. While CNN models are used to retain image features and reduce the search space of image
processing, they cannot fully consider the temporal dependency of stock prices. For example, using an eight-
year stock dataset from the Chinese company Pingtan, Li et al. [12] found that RNN models predicted stocks
more accurately than certain traditional machine learning models. However, when handling data with a long
time sequence, RNN models are prone to problems such as vanishing or exploding gradients, which reduce
prediction accuracy. To address such problems, Hochreiter and Schmidhuber [13] proposed LSTM—a
variant of RNN—which comprises three control units: a forget gate, an input gate, and an output gate.
Using an LSTM model to predict the stock price of Chinese pharmaceutical company Yunnan Baiyao,
Wang et al. [14] achieved a prediction accuracy of 60–65%. In the present study, therefore, we also used
an LSTM model to forecast stock prices.

Stock data have many different characteristics, each of which has a different effect (weight) on price
forecasting. It is important, then, that stock prediction models take such characteristics into consideration.
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The traditional processing method of principal component analysis (PCA) reduces the dimensionality of
stock data by only considering the most representative data features. In SVD, however, PCA is mainly
applied to the diagonal and right singular matrix and is not applicable to processing the left singular
matrix. Han [15] achieved good prediction results in a time series by leveraging a newly proposed SVD-
based time-series neural network. Thus, in our study, we used an SVD model to reconstruct stock data in
the feature-processing stage, which helped to clean up noise in the data.

We should note that, in SVD, large singular values indicate influential information while small singular
values refer to noisy information. In this study, we considered only large singular values when reconstructing
the data and ignored small ones with noise. We reconstructed the data matrix using singular values whose
accumulated weights accounted for more than 90% of all singular values.

3 Time-Series Stock Forecasting Model Based on SVD-LSTM

This section describes using SVD to process the data and then using LSTM as the prediction model.

3.1 Data Preprocessing

Stock data involve many characteristics, such as closing price, opening price, highest price, lowest price,
and transaction value. Using the closing price as the predicted value, we employed the SVD method to
retrieve influential factors (e.g., opening price) that are closely related to the predicted value and then
reconstructed the input matrix by eliminating noise in the data.

3.1.1 Data Standardization
Given the different scales of stock characteristics, we standardize these characteristics via Eq. (1):

~x ¼ x� xmin

xmax � xmin
(1)

3.1.2 Singular Value Decomposition
SVD decomposition is essentially a type of matrix decomposition. For stock data, it can be represented

as a matrix of m� n, where m is the number of stock data records and n is the number of stock features (i.e.,
dimensionality). In this study, n represents features other than the stock closing price:

X ¼
x11 . . . x1n
..
. . .

. ..
.

xm1 � � � xmn

0
B@

1
CA (2)

SVD is used to decompose the stock data matrix as follows:

X ¼ U�VT (3)

XTX ¼ VSTUT
� �

USVT ¼ V ðSTSÞVT (4)

XXT ¼ USVT VSTUT
� � ¼ U SST

� �
UT (5)

si ¼
ffiffiffiffi
�i

p
(6)

In Eq. (4), the feature matrix XTX is actually the V matrix in SVD. In Eq. (5), the feature matrix XXT is
actually the U matrix in SVD. In Eq. (6), the square root of the eigenvalue of the � matrix is equal to the
eigenvalue of the XTX matrix. Specifically, matrix U is a right singular matrix of m� m, matrix � is a
matrix of m� n, and matrix V is an n� n right singular matrix.
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Based on SVD, matrix X can be converted into a form in which three matrices are multiplied. The
diagonal elements of matrix � are the singular values of matrix X , which can approximately reflect
feature importance in the matrix. The small singular values in the matrix can be ignored since they can be
considered noise.

3.2 Stock Forecasting Model

We chose an LSTMmodel as the prediction tool since it can handle temporal dependency in stock data. An
LSTM network is a variant of an RNN; RNNs use sequence data as inputs and connect the units in chains [16].

An RNN model’s memory feature can save the status of previous stages and transfer it to later stages. In
the training process, an RNN model can save and transmit previous inputs as a hidden state. In an RNN
model, the output is generated jointly by the current input and the previously saved units.

RNNs are primarily trained via back-propagation. However, given a long-term input sequence, it is
possible to lose the gradient in the process of back-propagation. To overcome this, we used an LSTM
model as the training model (which, as mentioned earlier, includes forget, input, and output gates).

The forget gate (i.e., Eq. [7]) determines the amount of information retained from previous states, where
s is the sigmoid function,W is the weight, and b is a bias term. When input data at the current moment passes
through the forget gate, the sigmoid function of the forget gate will map the input data to either 1 or 0, where
1 and 0 indicate the pass or fail of the input values, respectively.

ft ¼ r Wf � ht�1; xt½ � þ bf
� �

(7)

The input gate determines the amount of input states retained from the current state. More specifically,
the input gate determines the amount of data to be retained at the current moment via Eq. (8), obtains the new
candidate value ~Ct via Eq. (9), and updates the current cell state via Eq. (10):

it ¼ r Wi � ht�1; xt½ � þ bið Þ (8)

~Ct ¼ tanh WC � ht�1; xt½ � þ bCð Þ (9)

Ct ¼ ft � Ct�1 þ it � ~Ct (10)

The output gate determines the amount of output information based on the LSTM model via Eq. (11)
and (12):

ot ¼ r Wo ht�1; xt½ � þ boð Þ (11)

ht ¼ ot � tanh Ctð Þ (12)

4 Experiment

4.1 Dataset

We evaluated the performance of the proposed model using two real bank datasets—Ping an Bank and
Shanghai Pudong Development Bank (SPD Bank)—collected from January 4, 2009, to December 31, 2019.
For both datasets, we selected five attributes as the characteristics: opening price, closing price, highest price,
lowest price, and trading volume. We used the SVD-LSTM model as the training model and set 70% of the
data as the training set and the remaining 30% as the testing set. We then used the top 30% of the test dataset
as the short-term prediction reference data.
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4.2 Feature Extraction

Using the closing price as the prediction target, we decomposed the other data features based on
SVD, reconstructed the data matrix by selecting singular values whose accumulated weights accounted
for more than 90% of all singular values, and cleaned the data noise. Tab. 1 shows the singular stock
values of Ping an Bank and SPD Bank. From the results, the weights of the first two singular values
accounted for more than 90% in both datasets. We then reconstructed the input matrix by selecting the
first two singular values.

4.3 Model Evaluation Indicators

We evaluated the performance of our SVD-LSTM model against four other models—MLP, CNN,
LSTM, and PCA-LSTM—using three metrics: root-mean-square error (RMSE), mean absolute percent
error (MAPE), and mean absolute error (MAE):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

ðŷi � yiÞ
2

vuut (13)

MAPE ¼ 100%

n

Xn
i¼1

ŷi � yi
y

����
���� (14)

MAE ¼ 1

n

Xn
i¼1

ŷi � yij j (15)

where ŷi represents the predicted value of the stock price, and yi represents the real stock price data. The
smaller the values of the three metrics, the better the performance of the model; the larger the values, the
poorer the performance.

4.4 Parameter Sensitivity

An LSTM model’s performance is affected by the choice of parameters. To study the sensitivity of the
parameters, we simplified the analysis of the number of hidden neurons. Using other parameters as the
default values, we varied the number of neurons as 16, 32, 64, 128, and 256. We selected the optimal
hidden neuron parameter by determining the RMSE of all predicted datasets under different hidden
neuron parameter settings.

Table 1: Singular Values for Ping An Bank and SPD Bank

Feature Ping an Bank
singular value size

SPD Bank
singular value size

1 22.81 28.36

2 5.754 3.992

3 0.765 0.351

4 0.329 0.249

5 0.272 0.201
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Fig. 1 shows that the two datasets achieved the best performance (i.e., the lowest RMSE values) when
the number of hidden neurons was set to 64. Therefore, we used an SVD-LSTM model with 64 hidden
neurons for stock prediction.

4.5 Analysis of Results

We evaluated the performance of our SVD-LSTM model against MLP, CNN, LSTM, and
PCA-LSTM models.

Figs. 2 and 3 show that the proposed SVD-LSTMmodel performed better than the other models for both
datasets. Moreover, as shown in Tab. 2, our proposed SVD-LSTM model outperformed the others for both
datasets with regard to the MAE, MAPE, and RMSE metrics. We can also see in Tab. 2 that our proposed
SVD-LSTM model achieved higher accuracy in predicting data in the short term versus the long term, thus
confirming the advantage of the SVD-LSTM model for short-term stock forecasting.

Fig. 4 shows scatterplots of the real and predicted values obtained by the SVD-LSTMmodel for the two
banks. Ideally, the scatter points should be distributed around the straight line with a slope of 1, which is
clearly the case in the figure. This verifies the predictive validity of our proposed SVD-LSTM model.

In summary, our experiments using datasets for SPD Bank and Ping an Bank verified the effectiveness of
the proposed SVD-LSTM model for the short-term prediction of stock data.

Figure 1: RMSE corresponding to different hidden neurons for Ping an Bank and SPD Bank
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Figure 2: Comparison of different models’ prediction results for Ping An Bank (a) Ping An Bank SVD-
LSTM forecast (b) Ping An Bank PCA-LSTM forecast (c) Ping An Bank LSTM forecast (d) Ping An
Bank CNN forecast (e) Ping An Bank MLP forecast
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Figure 3: Comparison of different models’ prediction results for SPD Bank (a) SPD Bank SVD-LSTM
forecast (b) SPD Bank PCA-LSTM forecast (c) SPD Bank LSTM forecast (d) SPD Bank CNN forecast
(e) SPD Bank MLP forecast
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Table 2: Evaluation index results

RMSE MAE MAPE

Ping An Bank SVD-LSTM (units = 64) 0.268 0.215 1.854

MLP 0.284 0.226 1.981

CNN 0.338 0.268 2.284

LSTM 0.300 0.262 2.366

PCA-LSTM 0.284 0.227 2.034

SVD-LSTM (units = 64, top 30%) 0.186 0.152 1.557

MLP (top 30%) 0.237 0.209 2.143

CNN (top 30%) 0.239 0.210 2.162

LSTM (top 30%) 0.267 0.242 2.532

PCA-LSTM (top 30%) 0.261 0.236 2.436

SPD Bank SVD-LSTM (units = 64) 0.322 0.292 2.483

MLP 0.360 0.311 2.411

CNN 0.389 0.321 2.487

LSTM 0.579 0544 4.745

PCA-LSTM 0.337 0.288 2.392

SVD-LSTM (units = 64, top 30%) 0.287 0.258 1.801

MLP (top 30%) 0.433 0.381 2.488

CNN(top 30%) 0.580 0.541 3.656

LSTM (top 30%) 0.494 0.454 3.255

PCA-LSTM (top 30%) 0.328 0.275 1.997

Figure 4: Scatterplots of real and forecasted data for Ping an Bank and SPD Bank (a) Scatterplot of real and
forecasted data for Ping An Bank (b) Scatterplot of real and forecasted data for SPD Bank
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5 Conclusion

This study proposed a novel SVD-LSTM model for predicting stock prices. The model uses SVD to
clean data noise and reconstruct the data matrix. In our experiments using datasets for Ping an Bank and
SPD Bank, the proposed SVD-LSTM model outperformed four other models (i.e., MLP, CNN, LSTM,
and PCA-LSTM) in predicting short-term stock prices.

Nevertheless, we considered only four stock characteristics—opening price, highest price, lowest price,
and trading volume—and ignored the influence of other factors. In future work, we will consider additional
factors (e.g., emotional indicators or policy factors), seek to improve the model’s accuracy for long-term
predictions, and improve the model’s performance by dynamically optimizing parameters.
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