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ABSTRACT

To attain the goal of carbon peaking and carbon neutralization, the inevitable choice is the open sharing of power
data and connection to the grid of high-permeability renewable energy. However, this approach is hindered by the
lack of training data for predicting new grid-connected PV power stations. To overcome this problem, this work uses
open and shared power data as input for a short-term PV-power-prediction model based on feature transfer learning
to facilitate the generalization of the PV-power-prediction model to multiple PV-power stations. The proposed
model integrates a structure model, heat-dissipation conditions, and the loss coefficients of PV modules. Clear-
Sky entropy, characterizes seasonal and weather data features, describes the main meteorological characteristics
at the PV power station. Taking gate recurrent unit neural networks as the framework, the open and shared PV-
power data as the source-domain training label, and a small quantity of power data from a new grid-connected
PV power station as the target-domain training label, the neural network hidden layer is shared between the target
domain and the source domain. The fully connected layer is established in the target domain, and the regularization
constraint is introduced to fine-tune and suppress the overfitting in feature transfer. The prediction of PV power is
completed by using the actual power data of PV power stations. The average measures of the normalized root mean
square error (NRMSE), the normalized mean absolute percentage error (NMAPE), and the normalized maximum
absolute percentage error (NLAE) for the model decrease by 15%, 12%, and 35%, respectively, which reflects a much
greater adaptability than is possible with other methods. These results show that the proposed method is highly
generalizable to different types of PV devices and operating environments that offer insufficient training data.
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Nomenclature

DS Source domain dataset
DT Target domain dataset
IE Effective irradiance (W/m2)
ID Direct irradiance (W/m2)
IDIF Diffuse irradiance (W/m2)
IG Global irradiance (W/m2)
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θ Solar declination angle on PV array (°)
β PV array inclination (°)
γ PV array azimuth (°)
μ Ground reflection coefficient
α Solar altitude angle (°)
γ s Solar altitude azimuth (°)
ε Solar altitude declination angle (°)
ω Hour angle (°)
ϕ Local latitude (°)
t Time (minutes)
Tm Module temperature (°C)
T amb Ambient temperature (°C)
v Actual wind speed (m/s)
vw Wind speed in weather dataset (m/s)
h Device height (m)
a, b heat dissipation coefficient
LP System losses (%)
LLID Light-induced degradation losses (%)
LN Nominal losses (%)
LS Shadow Losses (%)
IC Clear-Sky irradiance (W/m2)
d Euclidean distance
M Fuzzy function
σ Standard deviation
EC Clear-Sky entropy
SC Seasonal characteristic coefficient
SG Seasonal grade
Idmax Daily maximum effective irradiance (W/m2)
Iimax Maximum effective irradiance of ideal value in current season (W/m2)
Gij Joint probability distribution of any two origin-data points
Qij Joint probability distribution of any two features
k, p, q UMAP hyperparameter
CE Cross entropy
U Weather feature dataset
Zt Update gate
Rt Reset gate
xt Input state
ht Hidden state
W Weight matrix
δ Neural network parameter
l Dataset of label
F Dataset of feature
λ L2 regularization penalty coefficient
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1 Introduction

To attain the goal of carbon peaking and carbon neutrality, estimates indicate that the fraction
of power generation from renewable energy in China must increase from the current 8% to over 60%
by 2060 [1]. Unfortunately, power generation from renewable energy is intermittent, with random and
volatile fluctuations in power output [2]. In particular, modern photovoltaic (PV) power stations lack
power data labels, and their power output is difficult to predict with accuracy. Connecting such power
stations to the large-scale power grid makes it challenging to maintain the stable operation of the
power grid [3]. Accurate short-term forecasting of PV power generation is thus urgently needed for
the day-ahead forecasting of PV power input into the power grid [4,5] and would significantly improve
PV penetration into the power grid, thereby making a major step toward the goal of net-zero carbon
dioxide emissions.

Short-term prediction of PV power generation essentially combines a physical model with a
statistical model. Given the limited knowledge of the mechanism and the lack of corrective feedback,
the physical model is rarely used alone [6]. Statistical models include the time series analysis method
[7] and the machine learning method [8]. The literature widely discusses the machine learning method
[9], which is highly generalizable for nonlinear mapping. For example, Chu et al. [10] developed the
reforecasting method, which is based on artificial neural network optimization schemes and improves
the performance of physical deterministic models based on cloud-tracking techniques. Nie et al. [11]
proposed a framework that classifies input images of the sky into various sky conditions and then sends
the classified images to specific convolutional neural network models to predict PV power output.
These artificial neural network models can approximate the nonlinear relationship between the input
features and the prediction target.

Moreover, the time series analysis and physical models in question are based on proven mathemat-
ical theories that can rapidly map features, which promotes the emergence of hybrid prediction models
that offer multiple advantages [12]. Wang et al. [13] used time correlation modification in an integrated
long-short-term memory (LSTM) recurrent neural network algorithm to calculate solar irradiance and
PV power generation, which provided more accurate predictions than traditional machine learning
models. In other work, Gao et al. [14] divided the daily weather conditions into ideal and non-ideal
weather and developed a prediction model based on a LSTM neural network to efficiently map
dynamic characteristics of both ideal and non-ideal weather. Adar et al. [15] used principal component
analysis (PCA) to extract two principal components from 11 input variables for three technical types
of PV modules to conveniently calculate the performance of each PV module.

Despite these advances, the application of machine learning algorithms in the power-generation
industry remains challenging due to the lack of training data, especially for new PV power plants.
To address this issue, Lee et al. [16] applied an online learning algorithm to gradually improve the
adaptability of an algorithm for predicting PV power. Compared with the fixed model, the online
algorithm predicts PV power with significantly greater accuracy. In addition, Wang et al. [17] studied
the use of the generative adversarial network to expand a extreme weather training dataset.

Another solution to this problem originates from the open- and shared-power dataset, which is a
new production factor [18]. Using this dataset, we develop in the present work a short-term PV-power-
prediction model based on fusion device feature-transfer (FFT). Specifically, Section 2 proposes
applying a feature-fusion method to PV modules and adopts as parameters for the PV module
its effective irradiance, temperature (considering heat dissipation), and system losses. The physical
characteristics of the different technical types of PV modules are integrated. We then propose a local
meteorological model for predicting PV power. The model extract the Clear-Sky entropy, seasonal and
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weather features to characterize the main meteorological (Section 3). Section 4 introduces a transfer
learning (TL) neural network based on a gated recurrent unit (GRU) and a fully connected (FC) layer
with fine-tuning and regularization constraints in feature-transfer to localize the prediction model.
Section 5 evaluates the ability of the uniform manifold approximation and projection dimension
reduction (UMAP) algorithm to extract a weather dataset given the global structure, redundancy,
projection time, and feature-set fitting efficiency. Finally, we compare the PV-power predictions and
errors produced by the local model, no-TL model, TL-PV model, and FFT-PV model and analyze the
operation of the proposed model when localized to a specific environment.

2 Characteristics of Photovoltaic Modules

The TL training set can be divided into source domain DS and target domain DT, where DS is
the historical power data of PV plants that have long operated while connected to the grid, and DT

is the power data from new PV plants. In TL, the effective irradiance, PV module temperature, and
PV system loss are used to model the characteristics of PV modules so that the different types of PV
modules can be mapped to a single feature space, thereby reducing differences between distributions
to the different domains.

2.1 Effective Irradiance
To account for PV devices with different tracker systems, the effective solar irradiance on the PV

array must be accurately modeled [19]. This section calculates the irradiance for a fixed PV array or a
PV array with a single-axis tracker or a dual-axis tracker. To begin, the effective irradiance IE of a PV
array is calculated by using

IE = ID cos θ + IDIF

(
1 + cos β

2

)
+ μIG

(
1 − cos β

2

)
, (1)

where ID is the direct irradiance (W/m2), IDIF is the diffuse irradiance (W/m2), IG is the global irradiance
(W/m2), θ is the solar declination angle with respect to the PV array (degrees), β is the inclination of
the PV array (degrees), and μ is the ground reflection coefficient. When the system is fixed or has a
single-axis tracker, β is the installed angle.

The solar declination angle θ is

θ = arccos [cos β sin α + sin β cos α cos (γs − γ )] , (2)

where α is the solar altitude angle (degrees), γ is the PV array azimuth (degrees), and γ s is the solar
azimuth (degrees). When the PV array is fixed, γ is the installed value.

The solar azimuth γ s and solar altitude angle α are given by

γs = arcsin
(

cos δ sin ω

cos α

)
, (3)

α = arcsin (sin ϕ sin ε + cos ϕ cos ε cos ω) , (4)

sin ε = 0.39795 cos [0.98563(n − 173)] , (5)

ω = 15(t − 12), (6)

where ε is the solar declination angle (degrees), ω is the hour angle (degrees), ϕ is the local latitude
(degrees), n is the number of days since January 01 [20], and t is the time of day in 24-hour format.
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2.2 Module Temperature
The temperature of the PV module strongly affects the power generation, so accurately calculating

the temperature is vital to improve the PV-power-prediction accuracy [21]. The heat dissipation of the
PV module is affected by its mounting [22] and encapsulating materials [23]. This section quantifies
how the installation orientation of PV modules and the module materials affect the heat dissipation.
The temperature of the PV module is given by

Tm = Tamb +
(

�T
1000

+ ea+bv

)
Ge, (7)

v =
{

0.51vw, h ≤ 5
0.61vw, h > 5, (8)

where T amb is the ambient air temperature (°C), a and b are the heat dissipation coefficients (given in
Table 1 [24]), v is the actual wind speed (m/s), vw is the wind speed from the weather dataset (m/s), and
h is the height of the PV module (m).

Table 1: Heat dissipation coefficients for PV module

Mount Encapsulate a b (s/m) �T (°C)

Rack Glass/cell/glass −3.47 −0.0594 3
Rack Glass/cell/polymer −3.56 −0.0750 3
Floor Glass/cell/glass −2.98 −0.0471 1
Floor Glass/cell/polymer −2.81 −0.0455 0

2.3 System Losses
The PV power is affected by its local geographical environment, the degradation of facilities, and

other factors [25]. The system losses LP are expressed in the form of a percentage:

LP =
[

1 −
∏

i

(
1 − Li

100

)]
× 100%, (9)

where Li is the set of LLID, LN, and LS [LLID is the light-induced degradation (LID) losses (%), LN is the
nominal loss (%), and LS is the shadow loss (%)]. Initially LLID = 1.5% for a PV array, and it increases by
0.5% per year [26]. The default shading loss for an “unshaded” PV module is 3% [27], which increases
if the shadow area in the all-sky imager is calculated.

3 Main Meteorological Characteristics
3.1 Clear-Sky Entropy

To account for the influence of meteorological conditions, the solar irradiance is calculated based
on the effective irradiance IE and the ideal irradiance IC, where IC is the maximum irradiance not
affected by atmospheric conditions (i.e., the Clear-Sky irradiance [28]). We use fuzzy entropy [29] to
calculate the self-similarity of the difference x(t) between IC and IE, and the Clear-Sky entropy EC

serves to quantify the uncertainty of the weather conditions. The calculation is done in the following
steps:
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(1) Reconstruct the phase space of the time series x(t) and set the dimension to m:

X(i) = [x(i), x(i + 1), . . . , x(i + m − 1)] − x0(i), (10)

x0(i) = 1
m

m−1∑
j=0

x(i + j), {i|i ∈ Z} = [1, n − m + 1] . (11)

(2) The distance dij separates the sequence x(i) from the sequence x(j):

dm
ij = m−1

max
k=0

|[x(i + k) − x0(i)] − [x(j + k) − x0(j)]| . (12)

(3) Calculate the similarity Mij
m between sequences by using the fuzzy function:

Mm
ij = exp

[
−(dm

ij )
n

σ

]
, (13)

where σ is the standard deviation of the time series x(t).

(4) Calculate the similarity of each j and take the average, then repeat Steps 1–3 to calculate the
average of each i, which is given as

m(σ ) = 1
n − m + 1

n−m+1∑
i=1

(
1

n − m

n−m+1∑
j=1,j �=i

Mm
ij

)
. (14)

(5) The Clear-Sky entropy EC of this time series is

EC = ln m(σ ) − ln m+1(σ ). (15)

During effective power generation, the short-term power prediction calculates the Clear-Sky entropy
EC in intervals of four hours.

3.2 Seasonal Characteristics
The ideal solar irradiance varies seasonally with a strong time correlation. However, the effective

irradiance is random, which is not conducive to extracting time-series features. Fig. 1 shows the annual
irradiance.

To improve the efficiency with which the irradiance time series characteristics are recognized, we
divide the irradiance into four levels and construct the seasonal characteristic coefficient SC to quantify
the irradiance time series, as follows:

SC = SG + Id max

Ii max

, (16)

where SG is the seasonal grade (i.e., the average irradiance of each of the four seasons from small to large
are denoted grades 1 to 4, respectively), Idmax/Iimax is the uncertainty coefficient (the closer it approaches
to unity, the closer the irradiance approaches that of the next season), Idmax is the maximum effective
daily irradiance (W/m2), and Iimax is the maximum ideal irradiance in the current season (W/m2).
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Figure 1: Annual irradiance as a function of time of day and month of year

3.3 Weather Feature Based on Uniform Manifold Approximation
The weather dataset is characterized by numerous features, which ensure a large amount of

data and little distinction between features. The feature extraction based on t-distributed stochastic
neighbor embedding (t-SNE) affects how the relationship between the original data and the prediction
algorithm are recognized due to the loss of global structure. This section uses the UMAP algorithm
[30] to construct as follows the features of the weather dataset:

(1) Consider a dataset D = {x1, x2, . . . , xn}, where the data points are unnormalized Euclidean
distance to increase the reliability and speed of calculating high-dimensional data compared
with t-SNE. The conditional probability Gi|j is

Gi|j = exp
(

−d(xi, xj) − ρi

σi

)
, (17)

ρi = min{d(xi, xj) |1 ≤ j ≤ k, d(xi, xj) > 0 }, (18)

where d is the Euclidean distance between points xi and xj, ρ i is the distance from data point i to the
nearest data point j �= i, and σ i is the variance of distance.

(2) The parameter k controls the number of neighbors in the cluster and satisfies

log2k =
∑

j
Gij, (19)

where Gij is the joint probability distribution between points xi and xj. The sum of the Euclidean
distance between point i and all other points replaces the information entropy in t-SNE.

(3) Using ρ i, a locally similar data cluster is formed, and the joint probability distribution Gij of
any two origin-data points in the space is symmetrically calculated as

Gij = Gi|j + Gj|i − Gi|jGj|i. (20)
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(4) Let the feature set U be the probability map modeled by D in low-dimensional space using
1/(1+py2q) rather than the t distribution in t-SNE. The joint probability distribution Qij of any
two features of N is then given as

Qij =
[
1 + p

(
yi − yj

)2q
]−1

, (21)

where p and q are the UMAP hyperparameters, whose default values are 1.93 and 0.79, respectively.

(5) The cross-entropy CE is the loss function and balances the local structure and the total
structure. It is calculated as follows:

CE =
∑

i

∑
j

[
Gij lg

(
Gij

Qij

)
+ (1 − Gij) lg

(
1 − Gij

1 − Qij

)]
. (22)

(6) The graph Laplace initializes the low-dimensional coordinates and uses a spectral embedding
projection to a low-dimensional space. Stochastic gradient descent [31] is used to optimize, to
calculate the gradient with a random subset, to improve the iterative minimum cross-entropy
speed, and to calculate the optimal feature set U . The cross-entropy of the stochastic gradient
descent optimization is

CE =
∑

j

{−G lg Q(dij) + (1 − G) lg
[
1 − Q(uij)

]}
, (23)

where uij is the distance between characteristic data points.

4 Prediction Model of Photovoltaic Power
4.1 Gated Recurrent Unit Framework for Feature Transfer

Compared with the commonly used LSTM, the GRU framework offers the advantages of simple
structure and fast calculations [32]. Nevertheless, the prediction model constructed from a traditional
GRU neural network cannot predict the output of new PV power plants with sufficient accuracy.
Therefore, this section constructs a GRU neural network based on TL (TL-GRU) with one input
layer, one output layer, two hidden layers, and one FC layer. The hidden layer is initialized by using
the source domain dataset and is shared with the target domain. Fig. 2 shows the structure.

The information transmission through a GRU cell is described by Eqs. (24)–(27):

Gate control. Let Zt be the update gate of the GRU at time t, and let Rt be the reset gate:

Zt = S (Wzxxt + Wzhht−1) , (24)

Rt = S (Wrxxt + Wrhht−1) , (25)

where S is the stimulus function sigmoid, xt and ht−1 are the input at the current moment and the
hidden state at the previous moment, respectively, and Wx and Wh are the weighting matrix of the
input and loop connections, respectively.

State retention. Let ht be the current hidden state of the GRU at time t, and let ht
′ be the hidden

state at the previous time:

ht = (1 − Zt) � ht−1 + Zt � ht
′, (26)

ht
′ = tanh (Wh′xt + Rt � Uh′ht−1) , (27)

where � is the Hadamard product.
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Figure 2: TL-GRU neural network

If the input layer of the neural network is F , then the hidden layers and the output P of the FC
layer are

H1 = S
(∑m

j
W1jFj + δb1

)
, (28)

H2 = S
(∑m

j
W2jH1j + δb2

)
, (29)

P = Wo

[
S

(∑m

j
WfjH2j + δbf

)]
+ δbo, (30)

where P is the normalized PV-power prediction (dimensionless), W 1, W 2, Wf, and W o are the weighting
matrices to transform the input layer to the first hidden layer, the first hidden layer to the second layer,
the second hidden layer to the FC layer, and the FC layer to the output layer, respectively, and δb1, δb2,
δbf, and δbo are the biases of the two hidden layers, the FC layer, and the output layer, respectively.

4.2 Regularized Transfer Learning
When the prediction model learns the target domain, “catastrophic forgetting” is triggered, which

leads to overfitting [33]. The FC layer serves as a “firewall” for TL in this section and is fine-tuned
according to the target domain [34].

Let the source domain dataset DS = [lS, FS], the target domain DT = [lT , FT ], and the prediction
dataset DP ⊂ DT , where l and F are the label and feature sets, respectively. The minimum empirical
loss function of the source domain is

L′ = argminf

1
n

∑n

i=1
L(l, F , δ, f ), (31)

δ = [δH, δSH], (32)

where δH is the shared hidden layer parameter, and δSF is the FC layer parameter of the source domain.
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Fine-tuning the FC layer over the target domain is problematic because the model becomes
excessively complex, and the training process leads to overfitting. We thus introduce a structural
penalty on L′ to constrain the model complexity:

L′ = argminf

[
1
nS

∑nS

i=1
L(l, F , δ, f ) + λ

2
‖W‖2

2

]
, (33)

where nS is the number of source domain labels, λ is the L2 regularization-penalty coefficient, and W
is the regular structural term of the weighting matrix.

4.3 Feature-Transfer Process
Fig. 3 summarizes the steps of the model for short-term prediction of PV power based on the

fusion device feature-transfer (FFT-PV) model.

(1) Normalization. To ensure that different features have the same gain as the mapping in the
domain, we normalize the data to (0, 1):

XN = XA − Xmin

Xmax − Xmin

, (34)

where X N, X A, X min, X max are the normalized variable, the actual value of the variable, the minimum
value of the variable, and the maximum value of the variable, respectively. When the variable is the
generated PV power, the characteristics of the PV power plant are considered, and the maximum power
is the operating capacity of the PV power plant.

(2) Construction of transfer characteristics. We use Eqs. (1)–(9) to calculate the characteristics of the
PV modules, then calculate the Clear-Sky entropy EC for 4-hour intervals, and finally construct
the main meteorological characteristics together with the Clear-Sky entropy EC, the seasonal
characteristic coefficient SC, and the weather feature set U . To summarize, we construct the
following transfer characteristics F of the FFT-PV model:

F = [IE, Tm, LP, EC, SC, U ] (35)

(3) Model pre-training. To establish the TL-GR U framework, we use the source domain DS =
[lS, FS] to pre-train, randomly initialize the weighting matrix and bias, set the learning rate to
0.9, and apply the Adam optimization algorithm [35] to iteratively minimize the mean square
error of the loss function.

(4) Model localization. We use the source domain DT = [lT , FT ] to localize the PV module, the
hidden layer is shared between the source domain and the target domain, the FC layer is
fine-tuned by applying Eq. (30), regularization iteration is done according to Eq. (33), and
the learning rate is 0.01.

5 Short-Term Prediction of Photovoltaic Power

To verify the performance of the FFT-PV model, we use the PV-power data from Pianguan, China
[2014/07/26 to 2019/07/26] as the source domain to label lS for 1826 days. The target domain dataset
comes from the Desert Knowledge Australia Solar Centre, the power data of [2021/03/09 to 2021/04/09]
is target domain A (labeled lTA), and the power data of [2021/02/26 to 2021/03/26] is target domain
B (labeled lTB), and both are labeled lT for 30 days. The weather dataset contains ten independent
variables: GHI, POA irradiance, DNI, surface pressure, wind direction, wind speed, vertical wind
speed, temperature, relative humidity, and rainfall. The time resolution of the power prediction is 15
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min, which satisfies the requirements of the grid dispatching agency for short-term renewable-energy
forecasting [36].

Source Domain

Feature Transfer

Source 
Domain FS

FC

O
utput

Adam 
Optimizer

LIJ
Actual 
Power

Fine-tune

Shared Hidden Layer

GRU

GRU

GRU

GRU

Target 
Domain FT

Main Features of 
Meteorological

Characteristics 
of PV Module

Target 
Domain DT

Source 
Domain DS

Target
Domain

Figure 3: Model for predicting power of PV power plants

5.1 Evaluation of Model Performance
The Spearman correlation coefficient CS represents the correlation between variables, the adjusted

correlation coefficient RA
2 represents how input affects the model and offsets the contribution to the

model of additional variables. The normalized root mean square error (NRMSE) gives the degree of
dispersion in the normalized error, the normalized mean absolute percentage error (NMAPE) gives
the average normalized percentage error, the normalized maximum absolute percentage error (NLAE)
gives the maximum value of the normalized percentage error, and the qualified rate QR is the percent
of predicted qualified points with respect to the total number of points in the evaluation period. These
quantities are expressed as follows:

CS = 1 − 6
∑n

i=1 �2
i

n(n2 − 1)
, (36)

R2
A = 1 − (n − 1)

∑N

i=1 (yi − pi)
2

(n − k − 1)
∑N

i=1 (yi − ȳ)
2
×100%, (37)

NRMSE =
√∑n

i=1 (yi − pi)
2√∑n

i=1 y2
i

×100%, (38)

NMAPE = 1
n

n∑
i=1

|yi − pi|
1
n

∑n

i=1 yi

×100%, (39)

NLAE = 1
Pmax

|yi − pi|max×100%, (40)

QR = 1
n

n∑
i=1

Bi×100%, Bi =

⎧⎪⎨
⎪⎩

1,
|yi − pi|

PN

≤ B

0,
|yi − pi|

PN

> B,
(41)
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where Δi is the difference in grade of a variable (dimensionless), yi, pi, Pmax, and PN are the actual value,
predicted value, actual maximum power in the interval, and operating capacity (kW), respectively, and
B is the qualified threshold, which is 6.5% in this section.

5.2 Evaluation of Model Feature
The ability of UMAP to extract features from the weather dataset is accurately evaluated and

compared with the original dataset D and with the PCA and the t-SNE algorithms.

The global structure is evaluated by the coefficient CS of the distance between the D data points
and the distance between the feature set data points (CSD). The average value of the coefficient CS

between variables (CSV) evaluates the redundancy between features (see Table 2). The feature set PC
exhibits a high redundancy between features, so the global structure is difficult to maintain. CSD = 0.86
for feature set U and CSV = 0.36, which is significantly better than the feature set T . Therefore, UMAP
offers the most balance in preserving the global structure.

Table 2: Feature extraction performance

Feature set Algorithm Dimension Time/s CSD CSV RA
2/%

D 10 1.00 0.12 72.43
PC PCA 3 0.03 0.52 0.63 68.62
T t-SNE 3 0.49 0.65 0.51 76.51
U UMAP 3 0.27 0.86 0.36 85.26

The feature set iteratively trains the neural network, as shown in Fig. 4. The feature sets PC, T , and
U can accelerate the iteration speed, but the loss of PC information reduces the accuracy. Comparing
the fitting degree of each feature set to the PV power by calculating RA

2 shows that feature sets T and
U improve the fitting accuracy of features. For U , RA

2 = 85.26%, and the calculation time of UMAP
decreases by 8.75% with respect to t-SNE.

Figure 4: Iteration process for calculating loss



EE, 2022, vol.119, no.4 1431

To summarize, the UMAP algorithm rapidly and accurately constructs the weather feature set to
replace the original meteorological data.

5.3 Error Analysis
To test that the FFT-PV model can be easily generalized for use with different PV power stations,

Section 5.3.1 evaluates the data mining ability of the prediction model trained by the source domain
feature set F S, and Section 5.3.2 transfers learning from the source domain model to target domains
A and B and tests the adaptability of the FTL-PV model to different domains. Table 3 lists part of the
metadata of each domain.

Table 3: Metadata of domains

Domain Structure Encapsulation Tracker On-grid time/year Location

Source Roof Glass/cell/glass Fixed 2016 39.33°N, 111.83°E
Target A Rack Glass/cell/polymer Single 2008 23.42°S, 133.52°E
Target B Rack Glass/cell/polymer Dual 2010 25.24°S, 130.99°E

5.3.1 Source Domain Error

The source domain model is trained with F S and is based on a GRU neural network. Fig. 5
compares the PV power predicted by the source domain feature set F S with that predicted by the
Elman network, the echo state network (ESN), and the LSTM network. Fig. 6 shows QR for the source
domain.

Figure 5: Comparison of source domain predictions

Fig. 6 shows that the time series-based LSTM and GRU framework produce a greater QR, with
the simpler structure of the GRU producing the highest QR. Table 4 lists the prediction indicators of
the source domain.
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Figure 6: QR of source domain

Table 4: Predicted indicators of source domain

Model Indicator (%) Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 Total

Elman NRMSE 21.13 32.15 25.07 8.15 8.20 15.75 38.43 20.29
NMAPE 19.39 31.06 20.23 8.21 8.05 14.05 33.88 17.16
NLAE 19.51 26.66 27.86 7.99 9.05 18.59 37.83 37.83

ESN NRMSE 18.75 28.15 22.41 6.01 5.60 11.75 31.85 17.09
NMAPE 15.88 26.68 18.75 5.17 5.48 10.16 27.25 13.67
NLAE 18.22 23.74 28.03 10.69 4.64 14.05 30.56 30.56

LSTM NRMSE 20.64 23.92 19.98 7.47 6.67 12.57 25.93 15.84
NMAPE 16.96 23.50 16.96 6.99 6.93 10.61 23.02 13.51
NLAE 19.63 17.34 27.45 12.41 4.99 16.08 25.92 27.45

GRU NRMSE 12.50 25.25 19.29 3.96 1.79 10.62 27.80 14.35
NMAPE 9.79 23.35 15.55 2.78 1.66 8.29 24.95 10.42
NLAE 15.56 20.47 26.93 8.71 2.72 13.14 24.29 26.93

Overall, the indicators of the GRU framework in the source domain are significantly better than
those of the other frameworks. On average, the indicators of the GRU framework are reduced by 3%
for NRMSE, 4% for NMAPE, and 5% for NLAE. Therefore, the GRU network based on time series
produces the most accurate PV-power forecasts of all frameworks studies herein.

5.3.2 Target Domain of Error

To verify the generalizability of feature transfer, TL is applied to the target domains A and B, and
the FFT-PV model is compared with the no-TL model, the prediction model based on the local dataset
(LOCAL), and the TL model without constructing the characteristics of the PV module (TL-PV) in
Figs. 7–10 and Tables 5, 6 present the results for target domain A (B).
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Figure 7: Comparison of PV-power predictions of the various models in target domain A

Figure 8: QR of target domain A

Comparing QR of the LOCAL model and no-TL model in target domain A shows that the
qualification rate for the prediction model without TL decreases significantly, which prevents it from
meeting the accuracy requirements. Moreover, the prediction model based on FFT-PV produces
significantly more accurate predictions of PV power than does the traditional TL-PV model, and the
prediction accuracy of the local model is similar to FFT-PV when given sufficient data.
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Figure 9: Comparison of PV-power predictions of the various models in target domain B

Figure 10: QR of target domain B

As shown in Table 5, the indicators of FFT-PV are significantly better than those of the no-TL
and TL-PV models, and the accuracy is equivalent to that of the LOCAL model. Compared with the
no-TL model, the NRMSE, NMAPE, and NLAE of the FFT-PV model decrease by 23.11%, 18.17%,
and 39.26%, respectively. Compared with the TL-PV model, the NRMSE, NMAPE, and NLAE of
the FFT-PV model decrease by 24.29%, 18.35%, and 55.53%, respectively.

For target domain B, compared with the no-TL model, the NRMSE, NMAPE, and NLAE of
the FFT-PV model decrease by 24.43%, 19.28%, and 53.06%, respectively. Compared with the TL-PV
model, the NRMSE, NMAPE, and NLAE of the FFT-PV model decrease by 14.78%, 12.65%, and
44.87%, respectively. Fig. 10 shows that unstable weather conditions amplify the advantages of the
FFT-PV model.

Like target domain A, the FFT-PV model of target domain B increases the prediction accuracy
with respect to the no-TL and TL-PV models and suppresses overfitting.
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Table 5: Prediction indicators of target domain A

Model Indicator (%) Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 Total

LOCAL NRMSE 7.80 3.53 6.01 9.30 20.31 7.80 6.49 8.95
NMAPE 7.03 3.36 4.40 7.77 14.60 6.08 5.12 6.55
NLAE 14.74 4.86 12.33 15.06 31.86 14.76 16.23 31.86

NO-
TL

NRMSE 33.15 9.73 12.10 29.33 49.76 25.60 43.56 29.94
NMAPE 24.56 7.79 10.00 25.55 45.15 21.83 35.56 22.98
NLAE 60.92 21.99 24.16 53.04 61.76 41.19 62.91 62.91

TL-
PV

NRMSE 35.43 8.85 11.17 31.03 52.05 25.99 44.79 31.12
NMAPE 26.20 8.09 9.72 26.27 46.11 21.37 33.89 23.16
NLAE 79.17 15.68 25.26 51.45 59.11 36.72 77.36 79.18

FFT-
PV

NRMSE 6.35 2.81 5.38 6.90 14.10 5.92 6.17 6.83
NMAPE 4.87 2.26 3.21 5.24 12.16 3.75 4.44 4.81
NLAE 12.86 5.22 12.22 13.41 23.65 14.64 16.00 23.65

Table 6: Prediction indicators of target domain B

Model Indicator (%) Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 Total

LOCAL NRMSE 8.72 7.82 8.65 7.31 7.94 11.43 12.13 9.04
NMAPE 9.17 7.26 7.52 6.75 6.99 10.63 9.91 8.08
NLAE 6.49 9.47 13.25 10.72 10.35 14.18 15.41 15.41

NO-
TL

NRMSE 48.28 40.60 18.18 13.71 32.81 49.44 24.13 30.46
NMAPE 40.33 33.10 11.87 10.80 29.78 42.80 22.68 24.63
NLAE 42.97 45.85 48.33 23.29 43.53 62.30 26.09 62.30

TL-
PV

NRMSE 22.17 17.40 9.29 8.96 33.22 30.13 24.22 20.81
NMAPE 22.06 17.24 8.22 8.38 27.67 30.69 22.41 18.00
NLAE 23.86 19.92 19.70 10.08 54.11 27.09 28.19 54.11

FFT-
PV

NRMSE 6.56 6.91 4.67 5.23 6.36 9.00 5.69 6.03
NMAPE 6.04 6.58 4.15 4.35 5.67 7.88 4.67 5.35
NLAE 6.29 7.83 6.73 7.76 6.86 8.58 9.24 9.24

Synthesizing target domains A and B shows that the LOCAL model uses sufficient local data for
training, so the prediction accuracy is high. The no-TL model uses the target domain data to directly
train the source domain model and overfits the learning of small samples, so the prediction accuracy
is the worst of all models studied. The TL-PV model is not a physically accurate model, so its results
are not much better than those of the no-TL model. The fluctuation range of the FFT-PV model is
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closest to the true range of fluctuations, and the recognition accuracy and real-time performance of
the features are also better than those of the other solutions.

To summarize, the FFT-PV model based on the GRU framework proposed herein not only can
be applied to different data domains to overcome the problem of insufficient local training data for
newly built PV power plants but also can be widely generalized.

6 Conclusions

Based on open and shared power data, we develop herein a model to make short-term predictions
of PV power based on fusion device feature transfer. The results lead to the following main conclu-
sions:

• The feature extraction based on UMAP is clearly superior to that based on the PCA and t-
SNE algorithms for processing weather datasets and accelerates the projection by balancing
the global structure with the local structure. The weather feature constructed by the UMAP
algorithm increases the iteration speed of the neural network.

• Taking the PV power data of Pianguan, China as the source domain label, the GRU framework
with the simple structure prediction model produces an average reduction of 3%, 4%, and 5%
for the NRMSE, NMAPE, and NLAE with respect to the other frameworks.

• Taking the PV power data of the Desert Knowledge Australia Solar Centre as the target
domain label, we establish a fine-tuned FC layer by sharing the hidden layer and introducing
regularization constraints in the feature transfer. The FFT-PV produces an average reduction of
15%, 12%, and 35% for the NRMSE, NMAPE, and NLAE with respect to the other methods,
and overfitting is suppressed for target-domain training.

• The innovation introduced by this study is the integration of transfer learning with the physical
characteristics of PV-power plants. By establishing high-precision models for different PV
devices and local meteorological models, and fine-tuning network parameters according to
structural constraints and PV-plant features, we resolve the problems whereby new PV-power
stations have insufficient data and trained prediction models are difficult to generalize for use on
different PV-power stations. The proposed model enables new grid-connected PV-power plants
to benefit from high-precision PV-power prediction, which increases the use of PV power and
thereby contributes significantly to the goal of carbon peaking and carbon neutralization.
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