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ABSTRACT

With the help of smart grid technologies, a lot of electrical loads can provide demand response to support the
active power balance of the grid. Compared with centralized control methods, decentralized methods reduce the
computational burden of the control center and enhance the reliability of the communication. In this paper, a novel
second-order multi-agent consensus control method is proposed for load control problem. By introducing the
velocity state into the model, the proposed method achieves better performance than traditional ones. Simulation
results verify the effectiveness of the proposed method.
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1 Introduction

With the rapid development of smart grid technology, more and more user equipment can
participate in demand response by providing support for load balancing in the grid [1]. Traditional
centralized control (Fig. 1, upper) requires the control center to collect and transmit information to
ensure that the best system performance is obtained under strictly defined conditions. On the contrary,
through distributed control (Fig. 1, lower), the system does not need to centrally manage each user
control center. This control method defines one or more controlled units in the system that receive
and control response information as the dominant node, so that the system completes the information
exchange between the units [2–4]. This distributed control method not only realizes the functions of
signal exchange, but also reduces the communication burden of the control center and simplifies the
system network topology, so that the reliability of the system is better guaranteed [5–7].

Multi-agent consensus control is to make each agent in the system provide the same response to a
certain command. At present, there are various researches on the multi-agent consensus control prob-
lems of load side resources. In [8], a multi-agent control method and an online optimization method is
proposed to managing the power consumption of large amount of thermostatically controlled loads
(TCLs). In [9], multi-agent technology is combined with load control. It fully considers the functions
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and characteristics of power load control, and establishes a power load control system based on multi-
agent, which makes full use of intelligent technology. In [10], a novel approach for a distributed real-
time coordination of power flow control is presented. A multi-agent system located decentrally at the
substation level has been developed only relying on local measurements and integrant communication
in contrast to global system models and centralized computations. In [11], a distributed control law
using only local information is proposed to solve the load tracking control problem of an interrelated
leader-follower multi-agent system, in which the dynamics of the leader and the follower states are
interrelated. In [12], a distributed optimal tie-line power flow control strategy based on multi-agent is
proposed. By covering the regional communication network of each MG and the distributed sensor
monitoring the power flow of the tie line, the microgrid can be coordinated to achieve the best dispatch
in real time under constant load fluctuations. In [13], a multi-agent-based multi-layer hierarchical
control system is proposed for residential load management under real-time pricing environment. In
this way, the purpose of reducing peak load demand, power cost and user discomfort is achieved. In
[14], a multi-agent consensus control algorithm is proposed to meet the requirements of accurate load
control of residential air conditioning resources.
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Figure 1: Centralized and distributed control framework

Notwithstanding the feasibility of the above methods, these methods belong to first-order multi-
agent method which only considers position as the state to communicate with neighbor nodes. Other
information, such as velocity information is neglected, and the performance is therefore limited.

Focusing on improving the load control performance, this paper applies second-order multi-
agent consensus control method to the load control problem. By using the second-order multi-agent
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consensus control method, the velocity information is introduced as the additional state in the control
model, the system can be converged faster than first-order multi-agent method.

The remaining of this paper is organized as following. In Section 2, the second-order multi-agent
consensus control method is presented. The simulation results are provided in Section 3. And the
conclusions are summarized in Section 4.

2 Second-Order Multi-Agent Consensus Algorithm

The multi-agent consensus control method is a kind of distributed control method that can deliver
the control command to the distributed nodes through communication with neighbor nodes. In this
section, the traditional first-order consensus algorithm is briefly introduced and then the load control
method based on discrete second-order consensus algorithm is presented.

2.1 First-Order Multi-Agent Consensus System
Considering the dynamic state equation as Eq. (1):

ẋi(t) = ui(t), i = 1, · · · , n (1)

where xi(t) is the state of agent i at time t, ui(t) ∈ R is the control input of i at time t. For a control input
ui(t), and indexes i, j satisfy i, j = 1, · · · , n, and for any initial condition, when t → ∞ the following
Eq. (2) satisfies:

lim
t→∞

(xi(t) − xj(t)) = 0, i, j = 1, · · · , n (2)

The control input ui(t) can successfully lead to the convergence of the multi-agent system.

By analyzing the convergence condition of the multi-agent system, reference [15] derives the
expression of ui(t) as Eq. (3):

ui(t) =
∑

j∈N(ξ ,i)

aij(xj(t) − xi(t)), i = 1, · · · , n (3)

By introducing Eq. (3) in the state Eq. (1), the following expression can be obtained in Eq. (4):

ẋ(t) = −Lx(t) (4)

where L is the Laplacian Matrix of connected graph ξ , and x(t) = [x1(t)x2(t) · · · xn(t)] ∈ R
n.

2.2 Second-Order Multi-Agent Consensus System
By introducing the velocity of the state, the state equation of second-order multi-agent consensus

system can be written by Eq. (5):{
ẋi(t) = vi(t)
v̇i(t) = ui(t)

, i = 1, · · · , n (5)

where xi(t) represents the position of the ith node, vi(t) represents the velocity, and ui(t) represents the
control input.

Different with first-order multi-agent system, the second-order multi-agent system contains
velocity state in addition to the position state in Eq. (5).
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Similarly, to realize the convergence of the second-order multi-agent system, the input ui(t) should
be carefully designed so that when t → ∞, the following equation satisfies condition of Eq. (6):{

lim
t→∞

(xi(t) − xj(t)) = 0

lim
t→∞

(vi(t) − vj(t)) = 0 , ∀i �= j, i, j = 1, · · · , n (6)

For the multi-agent system Eq. (5), the control strategy can be modified as Eq. (7):

ui(t) =
∑

j∈N(ξ ,i)

aij(xj(t) − xi(t)) + γ aij(vj(t) − vi(t)) (7)

where γ is the parameter which influence the convergence speed of the system.

With the control strategy (7), the multi-agent system is converged under the condition of Eq. (8):

Re

[
γ λi(L) ± √

γ 2λ2
i (L) + 4λi(L)

2

]
< 0 (8)

where λi(L) denotes characteristic root of Laplacian Matrices L, i = 1, 2, . . . n.

2.3 Proof of Second-Order Multi-Agent Consensus System
In this subsection, proof of the stability of the multi-agent consensus system is provided. By

introducing Eq. (7) in Eqs. (5) and (9) can be obtained:[
ẋi(t)
v̇i(t)

]
=

[
0n×n In

−L −γ L

] [
x(t)
v(t)

]
(9){

x(t) = [x1(t)x2(t) · · · xn(t)]
v(t) = [v1(t)v2(t) · · · vn(t)]

where L is the Laplacian Matrices of connected graph, and the characteristic equation of system Eq. (9)
can be defined as Eq. (10):

det(λ2In + (1 + γ λ)L) =
n∏

i=1

(λ2 − (1 + γ λ)λi(L)) (10)

The characteristic root of Eq. (10) can be obtained as Eq. (11):

γ λi(L) ± √
γ 2λ2

i (L) + 4λi(L)

2
, i = 1, · · · , n (11)

The convergence of the system can be realized on the condition that the characteristic root of the
system has negative real part. If condition (8) is satisfied, the characteristic root (Eq. (11)) has negative
real part, and the system stability can be guaranteed.

2.4 Discrete Second-Order Multi-Agent System
Based on the continuous second-order multi-agent system Eq. (5), the discrete second-order multi-

agent system can be obtained by Eq. (12):{
xi(k + 1) = xi(k) + δvi(k)

vi(k + 1) = vi(k) + δui(k)
, i = 1, · · · , n (12)

where δ > 0 denote the sampling time.
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For system Eq. (12), the control algorithm can be finally obtained as Eq. (13):

ui(k) =
∑

j∈N(ξ ,i)

aij[p1(xj(k) − xi(k)) + p2(vj(k) − vi(k))] (13)

where p1, p2 are two parameters, N(ξ , i) is the neighbor set of node i.

2.5 Load Control by the Multi-Agent System
For the load control problem, the task is to deliver the load control command to individual

consumers, so that the consumers can provide load curtailment services. To apply the multi-agent
consensus algorithm to the load control problem, the position xi(t) represent the load response amount
for individual consumers. After the leader node receive the load control command, the command can
be distributed to individual consumers by information exchange based on the consensus algorithm.
The flow chart of the load control process is shown in Fig. 2.
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Figure 2: Flow chart of the load control process

3 Testing Examples

The testing examples consider load control problems under different scenarios. Different consen-
sus control methods and different topologies of communication network are compared in order to
show the effectiveness of the proposed method.

3.1 Comparison of the Convergence Speed of Different Consensus Algorithms
This subsection compares the convergence speed between the traditional and the proposed

consensus algorithm, which are defined as following:
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Traditional method

The traditional method adopts first-order consensus algorithm. By the analysis of the previous
section, the first-order consensus algorithm can be formulated by Eq. (14):

ui(k) =
∑

j∈N(ξ ,i)

aij(xj(k) − xi(k)) (14)

Proposed method

The proposed method adopts second-order consensus algorithm. The second-order consensus
algorithm can be formulated by Eq. (15):

ui(k) =
∑

j∈N(ξ ,i)

aij[p1(xj(k) − xi(k)) + p2(vj(k) − vi(k))] (15)

where p1, p2 are parameters, N(ξ , i) is the neighbor set of node i.

The multi-agent system is defined in Fig. 3. It can be seen that each node can not only commu-
nicate with its neighborhood nodes, but also communicate with neighbor’s neighbor. The Laplacian
Matrices of the connected graph can be written as following:

L̃1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

4 −1 −1 0 0 0 −1 −1
−1 4 −1 −1 0 0 0 −1
−1 −1 4 −1 −1 0 0 0
0 −1 −1 4 −1 −1 0 0
0 0 −1 −1 4 −1 −1 0
0 0 0 −1 −1 4 −1 −1

−1 0 0 0 −1 −1 4 −1
−1 −1 0 0 0 −1 −1 4

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Consumer 1 Consumer 2 Consumer 3

Consumer 6 Consumer 5Consumer 7

Consumer 8 Consumer 4

Figure 3: The structure of multi-agent consensus system

The parameters are selected as following:

p1 = 0.1, p2 = 0.15
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Consumer 1 is selected as the leader node. To deliver 8 MW load control command to the
distributed consumers, the initial states are defined as:{

x(0) = [
8 0 0 0 0 0 0 0

]T

v(0) = [
0 0 0 0 0 0 0 0

]T

The simulation results of position (amount of load response), velocity and input under the
traditional method and the proposed method are shown in Figs. 4 and 5, respectively.
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Figure 4: Simulation results of the traditional method

By comparing Figs. 4 and 5, it can be seen that the position (amount of load response), velocity and
input of traditional method result in convergence at the 120 s, the 140 and 50 s, whereas the proposed
method converge at the 20 s, the 25 and 13 s. Though the parameters are the same, the proposed
method result in much faster convergence than the traditional method, showing superiority over the
traditional method.

3.2 Comparison of Convergence under Different Topology of the Communication Network
From the analysis of the previous subsection, it can be found that the proposed method has much

faster convergence than the traditional method. In the following analysis, second-order consensus
algorithm is adopted and different topologies of the communication network are compared.
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Figure 5: Simulation results of the proposed method

Linear-topology

The linear-topology multi-agent system can be structured as Fig. 6. It can be seen that every two
consumers are connected with each other except the first and the last one. The structure is similar to
a line.

Consumer 1 Consumer 2 Consumer 3 Consumer 4 Consumer 5 Consumer 6 Consumer 7 Consumer 8

Figure 6: The structure of linear-topology multi-agent system

For such system, the Laplacian Matrices of the connected graph can be derived by:

L̃2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Considering totally 8 MW load response, the simulation results of position (amount of load
response), velocity and input is shown in Fig. 7. It can be seen that the position and the velocity are
converged after 400 and 200 s, respectively.
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Figure 7: Simulation results of the linear-topology multi-agent system

Star-topology multi-agent system

Similarly, the star-topology multi-agent system can be designed as Fig. 8. It can be seen that two
consumers are selected as center node, and other consumers are connected to the center node. The
structure is similar to a star.

Consumer 1 Consumer 2 Consumer 3

Consumer 4 Consumer 5

Consumer 6 Consumer 7 Consumer 8

Figure 8: The structure of star-topology multi-agent system



1510 EE, 2022, vol.119, no.4

The Laplacian Matrices can be derived by:

L̃3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 −1 0 0 0 0
0 2 0 −1 −1 0 0 0
0 0 1 0 −1 0 0 0
−1 −1 0 4 0 −1 −1 0
0 −1 −1 0 4 0 −1 −1
0 0 0 −1 0 1 0 0
0 0 0 −1 −1 0 2 0
0 0 0 0 −1 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Then consumer 1 is selected as the leader node to deliver 8 MW load response command to
the distributed consumers. By implementing the simulation of 200 s, the position (amount of load
response), velocity and input are shown in Fig. 9. It can be seen that the position and the velocity are
finally converged at 110 and 100 s, respectively.
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Figure 9: Simulation results of the star-topology multi-agent system

Net-topology multi-agent system

The net-topology multi-agent system is considered. The topology of the system is shown in Fig. 10.
It can be seen that each node is connected to at least 3 neighbor nodes. The structure is similar to a net.
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Consumer 1Consumer 2

Consumer 3Consumer 4

Consumer 5Consumer 6

Consumer 7Consumer 8

Figure 10: The structure of net-topology multi-agent system

The Laplacian Matrices is defined as following:

L̃4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3 −1 −1 −1 0 0 0 0
−1 3 −1 −1 0 0 0 0
−1 −1 5 −1 −1 −1 0 0
−1 −1 −1 5 −1 −1 0 0
0 0 −1 −1 5 −1 −1 −1
0 0 −1 −1 −1 5 −1 −1
0 0 0 0 −1 −1 3 −1
0 0 0 0 −1 −1 −1 3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Consumer 1 is selected as the leader node to deliver 8 MW load control command to the
distributed consumers. By implementing the simulation of 100 s, the position (amount of load
response), velocity and input are shown in Fig. 11. It can be seen that the position and the velocity are
finally converged at 50 and 40 s, respectively.

Table 1 summarizes the convergence speed of different topologies. From Table 1, it can be seen
that the net-topology multi-agent result in quickest convergence, which is good selection for the load
control command to send to the consumers.

3.3 Comparison of Control Performance under Different Communication Delay
In a real control system, the communication delay always exists due to the hardware implemen-

tation. Therefore, it is of significant importance to analyze the influence of the communication delay
on the control performance. Fig. 12 shows the position (amount of load response), velocity and input
of the net-topology multi-agent system under different communication delay.
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Figure 11: Simulation results of the net-topology multi-agent system

Table 1: Summary of the performance of different topologies

Topology Convergence of load
response (s)

Convergence of speed v(s)

Linear-topology 400 200
Star-topology 110 100
Net-topology 50 40
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Figure 12: (Continued)
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Fig. 13 summarizes the convergence speed of the net-topology multi-agent system under different
communication delays. It can be seen from Fig. 13 that the communication delay influences the
control performance and larger communication delay slows down the convergence speed. Under 1 s
communication delay, the responsive load is converged in about 74 s, whereas under 3 s communication
delay, the converging time increases to about 133 s. Larger converging time leads to higher oscillations
of the responsive power, which would have negative influence on the control performance. To
guarantee good control performance, small response delay should be kept.
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Figure 13: Convergence speed of multi-agent system with different communication delay

4 Conclusion

This paper proposes a second-order-multi-agent-consensus-based load control scheme. By intro-
ducing velocity state into the communication network and the correspondence modified control
algorithm, the proposed method results in better performance than traditional control scheme. The
contribution of this paper can be summarized as following:

1) Proposing a novel second-order consensus control scheme for the load control of multi-agent
system. By introducing the velocity state into the model, the proposed method achieves better
performance than traditional first-order consensus control scheme.

2) Analyzing different topologies that affect the performance of the second-order multi-agent
system, and concluding that net-topology multi-agent has quickest convergence.
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3) Analyzing the influences of the response delay on the convergence of the control system, and
showing the importance of minimizing the response delay.

Notwithstanding the contributions listed above, there are still limitations that needs to be
completed in the future research. For example, external interference may affect the control signal,
and therefore influence the final control performance. Therefore, the future work may be focusing on
designing methods for coping with external interferences.
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