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Abstract: The medium for next-generation communication is considered as fiber
for fast, secure communication and switching capability. Mode division and space
division multiplexing provide an excellent switching capability with high data
transmission rate. In this work, the authors have approached an inverse modeling
technique using regression-based machine learning to design a weakly coupled
few-mode fiber for facilitating mode division multiplexing. The technique is
adapted to predict the accurate profile parameters for the proposed few-mode fiber
to obtain the maximum number of modes. It is for a three-ring-core few-mode
fiber for guiding five, ten, fifteen, and twenty modes. Three types of regression
models namely ordinary least-square linear multi-output regression, k-nearest
neighbors of multi-output regression, and ID3 algorithm-based decision trees
for multi-output regression are used for predicting the multiple profile parameters.
It is observed that the ID3-based decision tree for multioutput regression is the
robust, highly-accurate machine learning model for fast modeling of FMFs.
The proposed fiber claims to be an efficient candidate for the next-generation
5G and 6G backhaul networks using mode division multiplexing.

Keywords: Few-mode fibers; inverse modeling; machine learning; regression;
ring-core

1 Introduction

The backbone network traffic is growing at a rate of ten times every five years. With data rates of many
gigabits per second, optical fibers are the most efficient media for handling recent network traffic. For
existing wireless backhaul networks, these are preferred over other mediums of communication. Optical
fibers are now favored for frontend networks to connect dense meshes of 5G cells due to their huge
bandwidth. Fibers are less resistant to electromagnetic interference and have a low attenuation rate,
allowing them to manage high data rates. Fibers also provide the most secure mode of communication. In
the previous three decades, optical fiber transmission capacity has increased by a factor of five, thanks to
these advantages [1].
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To handle the network traffic in recent years different types of fibers have been designed and developed
as multi-mode fiber (MMF), single-mode fiber (SMF), and its variants like step-index fiber (SIF), graded-
index fiber (GIF) [2]. However, the theoretical transmission capacity of SMFs is limited to 100 Tbps
under limited transmissible power through the core [3] and nonlinear effects [4]. Hence, some special
fibers namely few-mode fibers (FMFs) [5], multi-core fibers (MCFs) [6], polarization-maintaining weakly
coupled FMF [7], and few-mode multi-core fibers (FM-MCFs) [8] are designed for next-generation
communication using mode division multiplexing (MDM) [9] and spatial division multiplexing (SDM)
[10]. The MDM transmission is classified as weakly coupled [11] and strongly coupled [12]. The FMF is
an excellent candidate for high-speed data communication using weakly coupled MDM [13]. For short-
reach MDM and SDM transmission using direct-detection (DD) FMFs are preferable over MCFs [14].
The receiver design complexity using DD is less in weakly coupled MDM links [15]. This motivates us
to propose and design weakly coupled FMFs for MDM transmission.

The MDM link’s transmission capacity is proportional to the number of modes passing through the few-
mode fibers. As a result, the research community is becoming more interested in the design of FMFs to
improve the spectral efficiency of recent optical networks. In [16–29] some recent works on weakly
coupled FMFs have been investigated and depicted in Fig. 1. Through this literature, we have mainly
investigated two important profiles of FMF, namely, the ring-core profile and the graded-index (GI)
profile. Fig. 1, depicts the recent evolutions in the design of weakly coupled FMFs based on the number
of linearly polarized (LP) modes over the years. The number of modes through the weakly coupled FMF
and the coupling between them is controlled by the refractive index profile (RIP) and the profile
parameters of FMF. Managing the number of modes, low mode coupling within the adjacent modes, low
differential mode delay (DMD), low dispersion, large effective mode-area (Aeff), and low bending loss are
the challenging issues in the design of FMFs. These challenges can be resolved by the proper choice of
RIP and the profile parameters of FMFs. The two important characteristics to be considered during the
design of weakly coupled FMF design are the number of unique modes supported by the fiber structure
and the effective index difference (Δneff) between the modes. For weakly coupled MDM link setup, the
min (Δneff) between the adjacent non-degenerate LP mode groups should be greater than 1 × 10−3

minDneff � 1� 10�3
� �

[23]. The conventional method of designing the FMFs through parametric sweep
is time-consuming for a complex structure. To obtain the multiple parameters through simulation in the
acceptable range for fabrication is very tedious as well. This motivates us to work on the inverse design
of FMFs using ML models.

To date in the area of optical fiber design particle swarm optimization (PSO) [30], a genetic algorithm
(GA) [31] has been demonstrated by the authors. But, these optimization techniques provide less accuracy for
complex fiber structures. At the same time, the process is not reusable. In forward design, the profile

Figure 1: Recent evolutions in the design of weakly coupled ring-core and GI FMFs over the years
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parameters of an FMF structure change with change in the number of modes and Δneff. Thus the design
parameters are fixed and not reusable.

Machine learning is an emerging technology in recent years. This can be used in every field for
optimization, prediction, classification, and forecasting. The authors in [32] have proposed a transfer
learning based on a convolutional neural network (CNN) to diagnose the COVID-19 patients accurately.
He et.al., in [33] have demonstrated ML-based inverse designing of FMF design by using a neural
network (NN). In their work, the authors have demonstrated the inverse design for weak coupling
optimization in step-index few-mode fiber with 4-rings to guide 4, 6, and 10 modes and also optimize the
profile parameters for 6-ring to achieve 20 modes with weak coupling. The ML-based inverse modeling
is a highly accurate, fast, and reusable method of few-mode fiber design. We have listed some of the
techniques proposed by the authors for application in fiber design in Tab. 1.

This motivates us to further work on inverse modeling for predicting the profile parameters of a ring-core
FMF for a specific number of LP modes with optimization of mode coupling minDneff � 1� 10�3

� �
between the adjacent modes. In this work, we have used regression models in machine learning to predict
the profile parameters of weakly coupled ring-core FMF. We have demonstrated the inverse modeling of
the proposed FMF with three regression-based ML models such as ordinary least-square linear multiple
regressions, k-nearest neighbors of multi-output regression, and decision trees for multi-output regression.
And we have found decision tree for multi-output regression is the robust, highly-accurate ML model for
fast modeling of FMFs. The use of regression models for predicting multiple profile parameters of
complex FMF structures is being done for the first time according to the best of our knowledge. This
work can be further extended for different FMF structures and will show possible applications in the fiber
modeling industry.

2 Design Process

2.1 Fiber Design

With keeping in mind weak coupling optimization for a specific number of modes under fabrication
feasibility we have proposed a ring-core FMF. Various FMF profiles had been proposed over the past
years to make the trade-off between weak mode-coupling and low DMD. Among them, graded-index
profiles [34], ring-core fiber [16], and multi-core few-mode [35] are the commonly used FMF profiles
that support MDM transmission. In one of our recent works [29], we have introduced a gaussian-core
FMF with a cladding trench to support ten-LP modes with minDneff � 1� 10�3, min DMGD � 0.3 ps/m
and effective area Aeff in the range of 150–300 µm2 over the C-band. But out of all the FMF profiles, the

Table 1: Techniques used in the area of fiber design

Authors/
Year

Technique
adopted

Application

Rosa et.al
[2010]

Genetic
Algorithm

A forward design approach is used to optimize an MCF for large-mode-area
for fundamental modes.

Chang et.al
[2019]

PSO A forward design approach is used to optimize the designs of ring-core fiber
to support orbital angular momentum (OAM) modes with weak coupling
between the guided modes for MDM applications.

He et.al
[2020]

ML-neural
network

Inverse modeling is used to design ring-core FMF to support 20 LP mode
(maximum) under weak coupling optimization for MDM applications
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ring-core fiber structure is similar to that of step-index fiber (SIF). The fiber profile is having a limited number
of design parameters. These parameters can be easily optimized to allow a specific number of modes
[16,21,24] with weak coupling among the adjacent modes. This motivates us to propose a modified ring-
core FMF with three rings. The proposed fiber is designed through inverse modeling followed by ML for
a target number of modes with low coupling between the guided modes.

The refractive index profile and crossectional view of the proposed FMF are shown in Figs. 2a and 2b,
respectively. The proposed FMF is designed with 3-rings to make the fabrication process less complex as
compared to the structure in [33]. The proposed design is assumed with a cladding diameter of 125 µm
and the host material of Silica to satisfy the commercially available fibers fabrication technologies. The
variation of the refractive index profile of the ring-core as a function of the radial distance is given in
Eq. (1). The refractive index of each of the rings is made up and down as that of the cladding. The
cladding refractive index is noted as nclad. The refractive indices of the first, second, and third rings are
n1, n2, and n3, respectively. The first ring is down-doped as that of the 2nd ring at the same time the 2nd

ring is made down as that of the cladding to reduce coupling between higher-order modes. The range of
other parameters is so chosen to satisfy the cost-effective fabrication criteria. Ring radius (ri) and
refractive index difference between ith ring and cladding (Δi) are the important profile parameters of the
proposed FMF. The proposed FMF is assumed with three rings, hence the parameters are noted with
i = 1, 2, 3. The set of profile parameters that define the modal characteristics of the proposed FMF is [r1,
r2, r3, Δ1, Δ2, Δ3].

nco rð Þ ¼
n1 ¼ nclad 1þ D1ð Þ 0 � r � r1
n2 ¼ nclad= 1� D2ð Þ r1 � r � r2
n3 ¼ nclad 1� D3ð Þ r2 � r � r3

8<: (1)

2.2 Data Set Generation

For ML the first step is to create a suitable data set. The size of the data set for training is very important.
Too large data increases the training time and too small data is not suitable for accurate prediction of the
required parameters. The parameters of the proposed ring-core FMF in Fig. 2 are varied within an
appropriate range to obtain a specific number of modes with weak coupling between a few of the
adjacent modes. The parameters [r1, r2, r3, Δ1, Δ2, Δ3] are given as input to the finite element method
(FEM) based on commercially available software COMSOL to obtain the mode solutions (neff) for each

Figure 2: (a) The refractive index profile as a function of radial distance, and (b) cross-sectional view of the
proposed ring-core FMF, respectively
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of the guiding modes. These mode solutions are arranged in a 5000 × 33 matrix for training and testing. One
set of data took 30 minutes for generation and compilation. The data set is created by varying the range of
design parameters ri and Δi as given in Tab. 2. The range of the design parameters is varied to achieve a
maximum 26 number of modes over an extensive range of neff. The range of design parameters is
selected to achieve a large number of modes and more than 50% of the mode solutions satisfy the criteria
of weak mode coupling ðminDneff � 1� 10�3Þ.

2.3 Machine Learning Process

The entire design process of the proposed FMF is divided into two parts: forward design and inverse
modeling. The forward design process is followed to create a data set for the ML models as discussed in
Section 2.2. The ML models are used to create a bridge between desired outputs and required structural
parameters. Machine learning makes the inverse modeling process fast and highly accurate. After creating
the suitable data set it is undergone through min-max normalization and then given as the input to ML
models for training. The entire inverse design process using ML models is depicted in Fig. 3. The models
are validated by assuming 70% of data for training and 30% for testing. With this ratio, we have achieved
the best-predicted results. After validating the accuracy of the ML models the profile parameters are
predicted for the desired number of modes by giving targets to the trained models. These predicted
parameters are used for inverse modeling of the proposed FMF by giving them as the input to the
COMSOL software. The target solutions are then compared with the actual solutions to validate the
accuracy of the inverse design process with relative error. The parameters in the proposed model have
been selected so that the error between the actual and the predicted value is minimum.

2.4 Regression Model

In this work, we have used the regression models as they easily map the secondary target (Δneff) with the
structural parameters of the proposed FMF. These models have no fitting problem rather than provide better
accuracy with less number of training samples. We use the data set to train and validate the regression-based
MLmodels. These MLmodels are used to predict the target structural parameters for the inverse design of the
proposed FMF. The regression-based ML models are highly accurate and offer fast prediction techniques for
a specific number of modes with weak mode coupling. Here, we have demonstrated three different types of
regression models, namely, ordinary least-square linear multiple regressions, k-nearest neighbors of multi-
output regression, and multivariate ID3-based decision trees for regression.

Table 2: Range of profile Parameters for the proposed three-ring-core FMF

Parameters Minimum Maximum

r1[µm] 1.5 6

r2[µm] 7.5 12

r3[µm] 11 15

Δ1[%] 0.001 0.026

Δ2[%] 0.007 0.033

Δ3[%] 0.002 0.02
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2.4.1 Ordinary Least-Square Linear Multiple Regressions
This model predicts the multiple targets by linear approximation. The objective of this model is to

minimize the residual error between the predicted target and observed data by fitting the predicted target
to a linear model with coefficients x ¼ x1x2 . . . xNð Þ. The model can be represented mathematically as in
Eq. (2) [36]. In Eq. (2) Ai is the model output for the ith sample, Bij are the predicted variables that are
linearly mapped to the model output, xj is the regression coefficient, and ei is the residual error. The error
is assumed to be normally distributed. In this wok, we have focused on the multiple linear regressions
because the set of the mode solutions (neff) used for training the model are the function of ri and Δi.

Ai ¼
XN
j¼1

Bijxj þ ei (2)

2.4.2 k-nearest Neighbors of Multi-Output Regression
The k-nearest neighbor (k-NN) ML algorithm is based on supervised learning. This is the simple non-

parametric ML algorithm. During prediction, k-NN finds the similarity between the target and the available
data set and creates a cluster of very similar points. The k neighbors of the target have been found by

Figure 3: Flow diagram for the regression-based inverse design process for ring-core FMF

316 CSSE, 2023, vol.45, no.1



calculating the Euclidean distance d yi; yj
� � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1
yki � ykj
� �2s

between the data points. The output is

predicted by the model when it finds the target belongs to one category which contains the maximum

number of neighbors. The predicted output Â for the k-nearest neighbors of multi-output regression can
be expressed as shown in Eq. (3) [37]. In our work, we have used multi-output k-NN because we are
predicting six profile parameters of the proposed FMF namely, [r1, r2, r3, Δ1, Δ2, Δ3] by training the ML
models.

ÂðyÞ ¼ 1

k

X
yieNk yð Þ

Ai (3)

2.4.3 ID3-Based Decision trees for Multi-Output Regression
The decision tree (DT) algorithm is also based on supervised learning. This technique is used for both

prediction and classification problems. It uses a binary tree structure to predict the target from a series of
binary splits. The decision tree begins with a root node and terminates with the decision leaves. Each DT
consists of three types of nodes, root nodes, decision nodes, and leaf nodes. The node from which the
decision begins and the population starts is known as the root node. The nodes which are generated after
splitting the root node is called decision node. The nodes where a further decision is not possible are
called leaf nodes. For this work, the decision tree is made through the modified ID3 algorithm for
multivariate input-output prediction. As it is the inverse design this algorithm is suitable due to its
working in a top-down approach. The steps involved in the ID3 algorithm are as follows:

The entropy for multiple attributes is calculated by using Eq. (4).

E CS; SAð Þ ¼
X
x2SA

P xð ÞE xð Þ (4)

where CS: current state and SA: selected attributes and E xð Þ is the entropy of a single attribute

E xð Þ ¼ Px
i¼1

�pi log2pi , with pi being the probability of a single event [38]. The IG is obtained by Eq. (5).

IG CS; SAð Þ ¼ E CSð Þ � E CS; SAð Þ (5)

The work is carried out in the open-source python platform. The plots for test and predicted outputs of
ordinary least-square linear multiple regressions, k-nearest neighbors of multi-output regression, and ID3-
based decision trees for multi-output regression are shown in Figs. 4–6 in the Result Section,
respectively. The accuracy and robustness of the models have been determined using ten-fold cross-
validation (CV). This technique randomly selects 30% of the data on a rotation basis from the whole data
set that is not included in the training data set for validating how accurately the model fits the structural

ID-3 Decision tree algorithm

Step1: select the root nodes [neff1, neff2, neff3, neff4, …..neffi,….. neffM, M].

Step2: iteration begins by calculating the entropy (E) and information gain (IG) of the attributes.

Step3: selects the attributes with (largest IG && smallest E).

Step4: the subset of data is created by splitting the set on basis of selected attributes.

Step5: subset is processed again, for the attributes that have never been selected previously.
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parameters. The CV score is obtained by computing the negative mean absolute error. The model with the
lowest CV score is treated as the most robust model. The performance of the models is evaluated by
computing the error functions and R2-score. The errors such as mean square error (MSE), mean absolute
error (MAE), and root mean squared error (RMSE) is determined for each ML model. The model with
the minimum error and maximum R2-score gives the more accurate prediction result. Tab. 3 in the Result
Section describes the performance comparison between all three models. We have found ID3-based
decision tree for multi-output regression is the most robust, highly-accurate ML model for inverse
modeling of FMFs, as is evident from the test and predicted output plots in Figs. 4–6, and from the
results in Tab. 3.

Figure 4: The mapping plot between the actual and predicted data using Ordinary Least-square Linear
Multiple Regressions for all the structural parameters

Figure 5: The mapping plot between the actual and predicted data using k-nearest Neighbors of Multi-
output Regression for all the structural parameters

318 CSSE, 2023, vol.45, no.1



Figure 6: The mapping plot between the actual and predicted data using ID3-based Decision trees for Multi-
output Regression for all the structural parameters

Table 3: Performance analysis and comparison among the regression models

Structural parameters Ordinary least-square linear multiple regressions

MSE MAE RMSE Correlation Coefficient

r1 0.18949 0.33556 0.435309 0.94893228

r2 0.22653 0.31730 0.475956 0.9331565

r3 0.13066 0.29116 0.361480 0.69365212

Δ1 1.356 × 10−6 0.000729 0.001164 0.87425775

Δ2 1.370 × 10−7 0.000249 0.000370 0.98251675

Δ3 2.125 × 10−7 0.000204 0.000461 0.81681433

CV score 0.158424

R2-score 77.3058%

k-nearest neighbors of multi-output regression

r1 0.004565 0.008571 0.06756 0.99880046

r2 0.005384 0.008571 0.07337 0.9984539

r3 0.001720 0.003619 0.04148 0.9965665

Δ1 2.22 × 10−7 4.46 × 10−5 0.00047 0.98142995

Δ2 9.16 × 10−8 1.34 × 10−5 0.00030 0.98911259

Δ3 9.16 × 10-8 2.51 × 10−5 0.00028 0.94724593

CV score 0.001771

R2-score 96.645584%
(Continued)
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3 Results and Discussion

The above technique is used to predict the structural parameters for the proposed ring-core FMF
structure for 5, 10, 15, and 20 modes with weak coupling optimization. The input data set for training are
the effective index values for the guided modes and the number of guided modes with their respective
profile parameters. For the M-number of modes the training data set is [r1, r2, r3, Δ1, Δ2, Δ3, neff1, neff2,
neff3, neff4, ….. neffi,….. neffM, M] where neffi is the effective refractive index of the ith mode solution. The
data set is obtained from COMSOL for a specific combination of structural parameters [r1, r2, r3, Δ1, Δ2,
Δ3]. If for a combination of the profile parameters the ith mode solution is not obtained, then the
corresponding data in the training data set is assigned with zero. For prediction, a target data set [neff1,
neff2, neff3, neff4, ….. neffi,….. neffM, M] is created to maintain minDneff between the adjacent modes. This
is given as the input to the trained models. Through prediction, the trained models give the structural
parameters [r1, r2, r3, Δ1, Δ2, Δ3] outputs. These predicted outputs are used as input to COMSOL for the
inverse design of the proposed FMF. To evaluate the entire process the target data set is compared with
the COMSOL output after inverse design for error calculation. The predictive models are highly accurate
when the error is very small. The data set is created with minDneff ¼ 4:3� 10�4 and
maxDneff ¼ 2:5� 10�3. In this entire process minDneff ið Þ (effective refractive index difference between
the ith and i + 1th mode) is the second-order parameter as it is not directly given as input to the ML
models and there is no one-to-one mapping of these to the structural parameters of the proposed FMF.
However, neff is the first-order parameter and is directly related to the ML models. Hence the prediction
of these parameters is highly accurate than the second-order parameters. But the first-order parameters do
not satisfy the weak coupling criteria, the target can be achieved through the minDneff . For this, we have
set the target [neff1, neff2, neff3, neff4, ….. neffi,….. neffM, M] for a specific number of modes with
minDneff ¼ 1� 10�3. Then this is assigned to the trained regression models to predict the structural
parameters for obtaining the target first-order parameters. Then from this, the actual second-order
parameters are obtained and are compared with the target values to calculate the relative error. The error
is less when the obtained parameters are matching with target values.

3.1 Testing of Regression Models

The first stage in the entire inverse design process is to test and validate the models before predicting the
target data. In this section, all the three regression models are validated and compared by using the plots of
actual and predicted data, as shown in Fig. 4 for ordinary least-square linear multiple regressions, Fig. 5 for

Table 3 (continued)

Structural parameters Ordinary least-square linear multiple regressions

ID3 based Decision tree for multi-output regression

r1 0.00343 0.00373 0.05857 0.99909633

r2 0.00141 0.00184 0.03762 0.99959222

r3 0.00077 0.00114 0.02783 0.99845688

Δ1 1.73 × 10−7 0.00032 0.00041 0.99683036

Δ2 6.34 × 10−10 6.34 × 10−7 2.51x10−5 0.99992167

Δ3 1.34 × 10−8 9.19 × 10−6 0.00011 0.99829516

CV score 0.001061

R2-score 99.0408%

320 CSSE, 2023, vol.45, no.1



the k-nearest neighbors of multioutput regression, and Fig. 6 for the ID3-based decision tree for multi-output
regression. Fig. 4 through 6 each has six sub-plots for the input parameters [r1, r2, r3, Δ1, Δ2, Δ3], respectively.
The accuracy and robustness are investigated through error, CV score, R2-score, and correlation coefficients.
The results are compiled for all three regression modes and compared in Tab. 3. The errors, namely, MSE,
MAE, and RMSE are obtained by using the equations in (6a), (6b), and (6c), respectively. However, the test
accuracy of the models is obtained by calculating the R2-score in Eq. (6d). Lastly, the correlation coefficient
between the actual and predicted data is obtained for each of the input profile parameters. The errors and
correlation coefficients consider individual structural parameters while the CV score and the R2-score
factor are obtained for the models by considering both the test set and the predicted set of the output
parameters. In the following equations yi is the ith element of actual test data output, byi is the ith element

of the predicted data set, and N is the number of samples, �y ¼ 1

N

XN
i¼1

yi.

MSE ¼ 1

N

XN
i¼1

yi � byið Þ2 (6a)

MAE ¼
XN
i¼1

yi � byij j (6b)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffi
MSE

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

yi � byið Þ2
vuut (6c)

R2 y; ŷ½ � ¼ 1�
PN

i¼1 yi � byið Þ2PN
i¼1 yi � �yð Þ2 (6d)

3.1.1 Results of Linear Regression

3.1.2 Results of k-nearest Neighbors of Multi-Output Regression

3.1.3 Results of ID3-based Decision tree for Multi-Output Regression
Fig. 4 through 6 depicts the actual vs. predicted plots for [r1, r2, r3, Δ1, Δ2, Δ3] through cross-validation.

For validation, 30% of the data is selected randomly which is not included in the training data set. The
performance of each of the ML models is investigated from Fig. 4 through 6 and also by calculating
MSE, MAE, RMSE, and correlation coefficients between the actual and predicted parameters [r1, r2, r3,
Δ1, Δ2, Δ3]. These results are listed in Tab. 3 along with the CV score and R2-score for the above three
regression models. The model with the lowest error or lowest CV score and highest correlation factor or
R2-score is treated as the most efficient and accurate model for prediction. The correlation coefficient is
found to be in the range of 0.996 to 0.999 for the decision tree regression model. For the ID-3 based
decision tree regression, the R2 value is obtained at 99.04% with a CV score of 0.001 as shown in Tab. 3.
From the results in Fig. 4 through 6 and Tab. 3, we found the ID3-based decision tree for multi-output
regression is the most accurate model for predicting the structural parameters for the inverse design of the
proposed 3 ring-core FMF. For our decision tree prediction model, the outputs are predicted with a tree of
depths 15 and 325 leaves.
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3.2 Validation of Inverse Design

After finding, the decision tree for the multi-output regression model is a highly accurate model for
mapping the outputs with the inputs we have used this model for predicting the structural parameters for
inverse modeling of ring-core FMF. The parameters are selected for the training process of decision tree
for multi-output regression are as follows: “criterion” for quality of split is measured by “means squared
error” as the model is used for prediction so the overfitting must be minimized, instead of “random” split
we have selected “best” split to support split in each node, maximum-depth of the tree is set as “None” to
reach the min_split_sample which is set to“2”, min_sample_leaf is set to “1”, min_weight_fraction_leaf is
set to“0.0”, max_leaf_nodes is set to “None” for a reduction in impurity, max_leaf_nodes is set to
“None” to generate the maximum number of leaf nodes, min_impurity_decrease is set to “0.0”. For this,
we have set the target number of modes with weak mode coupling, and this data set [neff1, neff2, neff3, neff4,
….. neffi,….. neffM, M] is used for the prediction of the output parameters [r1, r2, r3, Δ1, Δ2, Δ3]. The
main objective is to optimize the coupling between adjacent guided modes to the minimum value by
predicting the accurate structural parameters. We have set the target with M = 5, 10, 15, and 20. The
process of inverse design is depicted in Fig. 7.

Fig. 8a through (d) shows the index profile with the predicted structural parameters for the proposed 3-
ring-core FMF to guide five, ten, fifteen, and twenty, LP modes, respectively. These parameters are given as
input to the COMSOL software to obtain the actual modal parameters at 1550 nm. These actual modal
parameters are compared with the target data set and the relative error is calculated to evaluate the inverse
modeling process. The relative error between target and actual Δneff for five, ten, fifteen, and twenty
modes are listed in Tab. 5. The proposed FMF design with the predicted parameters for guiding five
modes gives minDneff ¼ 1:1� 10�3 and maxDneff ¼ 2:47� 10�3. Similarly, for ten modes the range of
actual Δneff is obtained within 1 × 10−3 to 3.5 × 10−3. However, the range of estimated Δneff after inverse
modeling of 15-mode is minDneff ¼ 1:1� 10�3 and maxDneff ¼ 3:8� 10�3 whereas for 20-mode is
minDneff ¼ 1:01� 10�3 and maxDneff ¼ 5:04� 10�3. The range of percentage of error between actual
and target Δneff is obtained from 1.98 × 10−7 (for 20-modes) to 0.873 (for 5-modes) after inverse
modeling of the proposed ring-core FMF. These results concluded that the ID3-based decision tree ML
models are highly accurate for inverse designing of 3 ring-core FMFs when the number of guided modes
through the proposed fiber is more. The error can be reduced further by modifying the ML models. The
proposed work has been compared with some of the previous works and listed in Tab. 4 to validate the
strength and novelty of the proposed work. As Δneff is the second-order parameter and not directly related
to the ML models so their estimation after inverse modeling sometimes leads to large errors. Despite this

Figure 7: Inverse design process o 3 ring-core FMF using regression models
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error, our objective for weak coupling optimization is fulfilled by maintaining minDneff � 1� 10�3 for all
the designs to guide five, ten, fifteen, and twenty modes. The proposed 3 ring-core FMF is a suitable
candidate for next-generation communication using weakly coupled MDM transmission.

Figure 8: Index profile of proposed 3 ring-cores FMF with predicted structural parameters for guiding (a)
five, (b) ten, (c) fifteen, and (d) twenty modes

Table 4: Performance comparison of the proposed work with the published literature

Ref. Fiber
profile

ML model Training
data

Correlation
coefficient

Relative
error

MSE

[39] Photonic
crystal
Fiber

Forward Design
(ANN), 3-hidden
layer, 50 neurons/
layer

– Actual and
predicted values
are closely
match

– 0.00134 to
0.0065 with
5000 epochs

[33] Ring-
core fiber
(6-rings)

Inverse Design (deep-
NN), 3-hidden layer,
300 neurons/ layer

46656 0.9953-0.9996
(for 20-modes)

Less than
0.0017% (for
20 modes)

Proposed
Method

Ring-
core fiber
(3-rings)

Regression model 5000 0.996-0.9999
(for 20-modes)

Minimum
1.98 × 10−7

(for 20-
modes)

Minimum 6.34
× 10−10
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The mode field radiations of the target modes and variation of neff for the target modes through 20-mode
3-ring-core FMF over the C-band are shown in Figs. 9a and 9b, respectively. The proposed design satisfies
the weak coupling criteria by maintaining minDneff ¼ 1:01� 10�3 and maxDneff ¼ 5:04� 10�3 between
the adjacent 20 modes. These results show that regression is a new and highly accurate method for
inverse modeling of FMF. Inverse modeling through ML learning is another breakthrough for the fiber
industry. This can also be useful for any other complex FMF designs with better weak coupling
optimization. This is kept for future work.

Table 5: Relative error in determination Δneff for the proposed FMF

Coupling between
adjacent modes

Relative error (%)
for five modes

Relative error (%)
for ten modes

Relative error (%)
for fifteen modes

Relative error (%)
for twenty modes

Δneff1 0.000820932 0.005625726 0.06075 0.06325017

Δneff2 0.087383067 0.003330954 0.032844 0.000327127

Δneff3 0.056603423 0.036026877 0.002682 0.002483039

Δneff4 0.018942352 0.009570226 0.008124 0.078298946

Δneff5 0.034805604 0.000295 0.002910283

Δneff6 0.061246549 0.007663 0.092703033

Δneff7 0.002835449 0.025723 0.002452306

Δneff8 0.061886911 0.00662 0.000695182

Δneff9 0.099391953 0.042895 0.003116059

Δneff10 0.03728 0.004980248

Δneff11 0.009336 9.88159E-05

Δneff12 0.000322 0.002603743

Δneff13 0.003098 3.58416E-05

Δneff14 0.00701 9.29598E-07

Δneff15 0.002354809

Δneff16 0.000322005

Δneff17 0.009723666

Δneff18 0.000929122

Δneff19 1.98235E-07
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4 Conclusion

In this, work we have demonstrated the inverse design of 3 ring-core FMF using ML-based regression
models for the first time according to our knowledge. Out of ordinary least-square linear multiple regressions,
k-nearest neighbors of multi-output regression, and ID3-based decision trees for multi-output regression the
decision tree for multi-output regression exhibits high accuracy for inverse modeling. With this method, we
have predicted the structural parameters of 3 ring core FMF to predict 5, 10, 15, and 20 modes. These

Figure 9: (a) Mode-field distribution at 1550 nm, and (b) variation of neff as a function of wavelength over
the C-band for the proposed twenty-mode 3 ring-core FMF
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predicted parameters are then used for designing the proposed FMF using COMSOL. The inverse design of
the proposed FMF with weak coupling optimization is completed with a high degree of accuracy and low
relative error. This inverse modeling process through ML is universally applicable and can be extended
further to optimize other parameters like loss, dispersion, DMD, and effective mode-area. The data set
can be further modified and reusable for predicting more number modes. The proposed FMF designs
through ML to guide 5, 10, 15, and 20 modes with weak mode coupling can be treated as one of the best
candidates for next-generation communication using direct-detection MDM transmission.
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