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Abstract: This paper presents an efficient prediction model for a good learning
environment using Random Forest (RF) classifier. It consists of a series of mod-
ules; data preprocessing, data normalization, data split and finally classification or
prediction by the RF classifier. The preprocessed data is normalized using min-
max normalization often used before model fitting. As the input data or variables
are measured at different scales, it is necessary to normalize them to contribute
equally to the model fitting. Then, the RF classifier is employed for course selec-
tion which is an ensemble learning method and k-fold cross-validation (k = 10) is
used to validate the model. The proposed Prediction Model for Course Selection
(PMCS) system is considered a multi-class problem that predicts the course for a
particular learner with three complexity levels, namely low, medium and high. It
is operated under two modes; locally and globally. The former considers the
gender of the learner and the later does not consider the gender of the learner. The
database comprises the learner opinions from 75 males and 75 females per category
(low, medium and high). Thus the system uses a total of 450 samples to evaluate the
performance of the PMCS system. Results show that the system’s performance,
while using locally i.e., gender-wise has slightly higher performance than the global
system. The RF classifier with 75 decision trees in the global system provides an
average accuracy of 97.6%, whereas in the local system it is 97% (male) and
97.6% (female). The overall performance of the RF classifier with 75 trees is better
than 25, 50 and 100 decision trees in both local and global systems.

Keywords: Machine learning; ensemble learning; random forest; data mining;
prediction system

1 Introduction

Information access becomes easier nowadays due to adopting new technologies in the World Wide Web.
There is a drastic growth in the number of online users in many domains such as online shopping, e-learning,
health care, telemarketing and retail industries. Data mining is considered an active way to analyze the data
received from the community. Also, the predictive analysis can be done using different information collected
from the users and their browsing histories. The problem can be narrowed down using machine learning,
which can minimize the challenges for a particular problem.
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E-learning provides a quality educational experience so that it reduces almost half of the learning time
compared to traditional learning. It becomes an effective tool in the learning process which is followed in
many colleges and universities across the globe [1]. For example, the University of Maryland, Baltimore
County, uses a learning analytics tool from the Blackboard learning content management system [2]. It
helps them to track the progress of the learner. But in web-based systems, there is a lack of face-to-face
interaction among the users and course drop, which is a significant challenge, identified and has to be
dealt with seriously. By making the students to attend the registered course with at most interest and
involvement can overcome this challenge. This also enables them to participate in the assessment on time
with perfection and finally, they can turn over to write the exams.

The learners can choose more than one course in a particular period, learning with more zeal. Three
discrete learning styles, auditory, visual, and kinesthetic, can be accommodated together in a single e-
learning environment. Multiple analysis tools analyze the students’ performance and progress in different
ways. There are three major categories; massive open online course, corporate open online course, and
small private open course. The massive available online course is predominantly used by all kinds of
people simultaneously. Machine learning algorithms are used to implement user tasks and get efficient
results. They are categorized as supervised learning, unsupervised learning, and reinforcement learning.
These algorithms are performed without human intervention. These are the programs that can learn from
data, and they can do a lot of improvisations from experience.

Supervised machine learning infers a function from the labeled training data, and the inputs and outputs
are well defined. It builds a model so that the class labels for unseen instances are correctly determined. The
best-suited example for supervised learning is the Random Forest (RF) algorithm, in which the ensemble
technique is used. In this technique, the predictions of multiple machine learning models are combined to
produce a more accurate prediction on a new sample.

One of the renowned platforms is Moodle, and it has become a part of the teaching process in the
majority of institutions. It makes a significant impact on the learners’ performance. Learners having lower
grades in high school are improving to the next better level. Their level will increase if they have good
interaction with the learning management system. Measures for predicting the students’ performance are
taken to achieve high prediction accuracy [3]. Also, the trained models are obtained initially, and then the
metrics such as accuracy and kappa values of the models are compared in [4]. Machine learning
algorithms are used in this work to predict low-engagement students and help them predict course selection.

The attributes obtained from different sources can be quantified by constructing the attribute matrix and
using performance-related and non-performance-related attributes. The performance model can be designed
[5], and it can be used for further analysis. The backpropagation neural network method is suggested to
assess the learners’ performance or attributes using their prior knowledge. In addition to the characteristics
of the learners, it is recommended that the adaptation of the course by the students has been determined by
an e-learning system that uses long short-term memory and RF classification [6]. There are some essential
measures to be considered in online education. After completing the assessment, A student has to fill out an
online assessment form. From the students’ inputs, the faculty can identify several strategies to increase
students’ motivation [7]. Students’ progress can also be compared by taking exam questions derived from
lectures having many in-class questions [8]. Opinions are also collected from the students related to the use
of clickers and the effect of the frequency of clicker use on student performance.

Many kinds of classifiers such as Naive Bayes, Decision Trees-J48, and RF are used to progress the
excellence of student data by eliminating noisy data at the initial stage and consequently getting good
prediction inaccuracy [9]. The systems’ accuracy, verification, and validation can be done in the
performance analysis phase. If there is randomness at both the ends, namely data level and model level, it
is suggested by Guns and Rousseau [4] that the RF algorithm will yield accurate and robust results. It is
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mentioned that Moodle is available in 126 languages, and it is relatively easy to navigate. Different plug-ins
that manage authentication for Moodle are briefly discussed [10]. Though some users have common
interests, it is revealed that some predictions cannot be proposed to those users [11]. It depends upon the
learners’ goals, history, and learning style. Data will be enormous and of varied types and can be
collected from the institutions if a management system is practiced. Big data is a renowned field that uses
effective analysis and the consumption of data to improve the quality of online education [12].

A live example of using an E-learning platform at the University of Catania is taken for analysis in [13].
Learning analytics is considered the important measure for implementing online education, as it extracts
information about students’ learning interactions and returns them to teachers. Organizations that use
Learning Management System (LMS) must evaluate e-learning projects and analyze the characteristics of
LMSs [14]. It is important to get users’ opinions before developing an e-learning system and building an
evaluation based on them. But in the case of e-learning blogs, it isn’t easy to apply opinion mining to get
users’ opinions [15]. Blended learning is implemented with the Moodle at the Faculty of Administration,
University of Ljubljana, but only a limited data set is used [16]. A survey was conducted on 150 students
at RGUKT Nuzvid through the Moodle Platform, where they offered blended courses. Moodle generates
the activity log files, and they are collected after the course. The model accuracy obtained was 62% [17].

This work presents an ensemble approach-based prediction model for a good learning environment. It
uses the ensemble approach to achieve the highest performance by combing the predictions of the RF
classifier with a predefined number of trees. Hence, the system is a hybrid system that uses the learner’s
opinions for making a good learning environment. The rest of the paper is as follows: The design of the
Prediction Model for Course Selection (PMCS) system is discussed in Section 2 with its modules such as
data preprocessing, data normalization, data split, and classification modules. Also, the experimental setup
and database creation are discussed briefly. Section 3 discusses the results of the PMCS system designed
in Section 2 using 450 samples. Finally, the conclusion is made in Section 4.

2 The Proposed PMCS System

This section discusses the proposed PMCS system using the RF classifier. It consists of four modules;
Data Preprocessing (DP) module, Data Normalization (DN) module, Data Splitting (DS) module and
prediction module for course selection. Fig. 1 shows the workflow of the proposed PMCS system using
the RF classifier.

Input data

Data Preprocessing

Data Normalization

Data Splitting (Training & 
Testing) 

Prediction System

Min-Max 
Normalization 

k-fold cross 
validation 

RF 
Classifier 

Figure 1: Work flow of the proposed PMCS system using the RF classifier
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2.1 Input Data

The sample data set comprising various attributes such as student id, gender, course module, durations,
number of clicks etc., are taken as inputs to the proposed PMCS system. Samples from the Moodle LMS are
selected randomly and formed as a database for this study. Tab. 1 shows the inputs to the system.

The users with authenticated login credentials can access the e-learning platform in the Moodle LMS.
The architecture diagram of Moodle LMS is depicted in Fig. 2.

An information system is used in the LMS to maintain all students’ registration and the grade details.
Similarly, assessment results can be generated from the student’s e-portfolio after completing their
assessments. Data can be stored in logs and reports can be generated using reporting tools. User Interface
can be accessed through logging in, checking for the courses, selecting courses and their progress.

2.2 DP and DN Module

In the field of data analytics, the input data is preprocessed at first. In the DPmodule, the string values are
converted into numerical values and then in the DN module they are normalized. After normalization, the
range of input data is between 0 and 1. DN is often used before model fitting. As the input data or
variables are measured at different scales, it is necessary to normalize them to contribute equally to the
model fitting. It also increases the overall system performance. This study uses min-max normalization to
normalize the preprocessed data which is defined in Eq. (1).

Table 1: Input data to the proposed PMCS system

Data Description Data Type Data Description Data Type

Student-ID String Average course feedback Double

Gender String Course duration Integer

Region String #previous attempts Integer

Age Integer Assessment type String

Figure 2: Architecture diagram of moodle LMS
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xnorm ¼ x�minðxÞ
maxðxÞ �minðxÞ (1)

where min(x) and max(x) is the minimum and maximum value in the particular data.

2.3 DS Module

For any prediction or classification system, the classifier model should be trained with the input data
before used for making any decision. To split the input data, k-fold cross validation is employed in the
DS module. In this study, the input data is split into k-folds. The main disadvantage of the random split is
that there is no optimal split percentage. It should be selected based on the objectives of the system. Also,
all the samples are not tested using the random split approach. Fig. 3 shows the 5-fold cross
validation system.

To make the cross-validation system, the whole dataset is divided into k-folds so that each fold has a
predefined number of samples from each class. Then, the samples from one of the fold are tested in each
round with the RF classifier, which is trained with the samples from the remaining folds. Hence, for k-
fold cross-validation, the final accuracy is the average accuracy obtained from the accuracy of each
round. Thus, the proposed PMCS system uses all samples for training the model and testing the model.

2.4 Prediction Module

RF is a supervised learning algorithm, popularly meant for classification and regression. Fig. 4 depicts
the pictorial representation of the structure of RF algorithm. The decision tree algorithm will originate with
certain set of rules if the training dataset with targets and features is given.

Figure 3: Cross-validation system

Tree 1 Tree 2 Tree n

Class 1 Class 2 Class n

Classification rule: Majority Voting

Final predicted Class

Figure 4: Structure of the RF algorithm
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If the data mining task is classification, then the classification trees are a good choice for making
decision. The discriminatory rules that are generated by any single tree can be understood. These trees are
generated using the binary recursive partitioning approach. It is an iterative process that splits the data
into partitions and again the branches are partitioned further. Various classification or decision trees are
employed in this study and are called RFs. On a particular object, many classification trees are built and
each tree casting a “vote”. The testing object is classified based on the number of votes it received from
each of the trees.

The main reasons why RF classifier is used in the proposed PMCS system are as follows:

� Easy to handle more number of attributes (thousands of inputs).

� Once the model is generated, it can be saved and used for future use.

� It can also be used for outlier detection and can handle unlabeled data.

� It can be extended for unsupervised clustering.

� The estimation about the variables which are more important for a particular classification can be
possible.

Once the RF is built for a particular classification task, the testing sample can be classified using different
number of trees that involves for the voting process. The voting process allows the learners to know the
confident level of the RF for a particular attribute. A good attribute that is worth inspecting for a
classification task is identified based on the number of votes obtained by that attribute.

2.5 Experimental Setup and Database Creation

TheMoodle LMS is employed to generate the database for the proposed PMCS system. In the given data
set, the percentage level of the courses selected by various students is taken as the initial performance
measure which is shown in Fig. 5.

The course duration, date of joining, date of submission of assessment and the number of days viewed
are considered as the important parameters for the courses to be chosen by the student in an efficient manner.
If the learning material is well organized and in the understandable form then the particular course can be
selected by more number of students irrespective of the complexity level.

Five different courses were chosen by the students. After the selection of course, students were asked to
choose the assessment criteria, from which the performance of the students can be easily tracked and
monitored. Two assessment criteria, namely Quiz and Assignment are taken into account and the student
can choose one from the two. The date of submission of the assignment or quiz by the student reveals the

Figure 5: Distribution of courses
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involvement of the students attending the particular course. A warning message will be sent to the students
those who are submitting the assignment or quiz beyond the deadline. It is found that, many students intend
to take online quiz (66.4%) instead of writing assignments (33.6%).

During the course, the number of clicks made by a particular user for a given subject will be monitored in
a regular manner, so that the involvement of the students can be easily analyzed. If a student does not view
the course material on a particular day, he or she will be reminded on the next day about the progress of the
course. Students will be repeatedly insisted to view the course on a daily basis. The probability of getting
passed in each assessment purely depends on the clicks made by the user and the number of days viewed.
If a person views the course daily, he manages to pass in the assessment. If a student is scoring very
minimal marks, he will be motivated to view the course content frequently by increasing the number of
clicks. The total number of clicks attempted by a student will be monitored continuously. If a student
does not show interest in viewing the online materials, various steps have to be taken to keep them
motivated and to make them interactive during the sessions. Fig. 6 shows the course wise distribution of
clicks by the learners.

One of the important parameters taken for the performance analysis is the date-wise progress of the
students. In order to improve the performance levels of learner, they can recollect and check the solutions
for the quiz or assignment already submitted. This shows their level of involvement. The total number of
students attending either the quiz or the assignment on a particular day will be analyzed. Based on this
factor, the academic progress of the students can be tracked easily. The student data model is given for
both the odd and the even semester courses of a particular academic year. The sample dataset collected
from the LMS is shown in Tab. 2.

3 Results and Discussions

This section discusses the performance of the proposed PMCS system using the RF classifier. The
database comprises 75 male and 75 female learners per category (low, medium and high). Thus
the system uses a total of 450 samples to evaluate the performance of the system. The performance of the
system is evaluated using the following metrics;

Figure 6: Course-wise distribution of clicks
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� Precision: It is defined as the number of positive class predictions that actually belong to the positive
class which is given in Eq. (2).

Precision ¼ True Positive

True Positiveþ False Positive
(2)

where the number of correct classification of a particular class (say class ‘A’) is represented by ‘True
Positive’ and the misclassification of other classes as class ‘A is represented by ‘False Positive’. Also,
‘False Negative’ represents the misclassification of class ‘A’ into other classes. The resulting value
lies between 0% and 100%, where 0% denotes no precision and 100% denotes full or perfect
precision.

� Recall: It is defined as the number of positive class predictions made out of all positive class which is
given in Eq. (3). The resulting value lies between 0% and 100%, where 0% denotes no recall and
100% denotes full or perfect recall.

Recall ¼ True Positive

True Positiveþ False Negative
(3)

� F-Measure: It is also termed as F1-score provides a way to combine both precision and recall into a
single measure. It gives the average classification performance of the PMCS system. Also, it gives the
harmonic mean of sensitivity and precision. It is defined in Eq. (4).

F1� Score ¼ 2 � Precision � Recall
Precisionþ Recall

(4)

The performance of the system is evaluated in two ways; locally and globally. The former considers the
gender of the learner and the later does not consider the gender of the learner. Thus, the proposed system is
evaluated for male and female learners separately. The whole samples including male and female are given as
inputs to the global system. Also, the performance of the system is analyzed by varying the number of trees in
the RF classifier from 25 to 100 in multiples of 25. The confusion matrices obtained for male learners are
shown in Fig. 7.

Table 2: Samples in the database (few attributes only)

S.No. Student Id Gender Code Module Assessment type Duration(in weeks) No. of clicks

1 1057 M CS8391 QUIZ 2 4

2 1058 M CS8392 ASSIGNMENT 3 5

3 1059 F CS8391 QUIZ 2 4

4 1060 F CS8392 ASSIGNMENT 2 5

5 1061 M CS8391 QUIZ 2 4

6 1062 F EC8395 QUIZ 3 3

7 1063 F MA8351 QUIZ 3 5

8 1064 M CS8351 QUIZ 2 3

9 1065 M EC8395 ASSIGNMENT 3 5

10 1066 M MA8351 QUIZ 3 4

11 1067 F CS8351 QUIZ 3 8
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It can be seen from Fig. 7 that the performance of the PMCS system increases while increasing the
number of decision trees in the RF classifier. It is noted that the maximum performance is obtained by the
RF classifier with 75 trees. The precision for the three classes are 97.3% (low) and 98% (medium and
high) and the obtained recall measures are 96% (low), 97.3% (medium) and 93.3% (high).

The same sets of experiments are repeated for the samples obtained from the female learners and the
confusion matrices are shown in Fig. 8. It can be seen from Fig. 8 that a slight performance improvement
is achieved when using the samples from the female learners than male learners. The precision for the
three classes are 98% (low and medium) and 98.7% (high) and the obtained recall measures are 97.3%
(low and medium) and 94.7% (high).

Figure 7: Confusion matrices-gender wise (male)
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From the confusion matrix of the proposed PMCS system gender-wise in Figs. 7 and 8, the performance
of the system is summarized in Tab. 3.

Figure 8: Confusion matrices-gender wise (female)

Table 3: Performance of the system using the RF algorithm-Gender-wise

Gender Course Precision (%) Recall (%) F-Measure (%)

Male Low 97.3 96 96. 6

Medium 98 97.3 97.6

High 98 93.3 95.6

Female Low 98 97.3 97.6

Medium 98 97.3 97.6

High 98.7 94.7 96.7
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Fig. 9 shows the confusion matrices obtained for different number of trees by the global system where
the samples from male and female learners are combined and given as inputs to the proposed PMCS system.

It can be seen from Fig. 9 that the RF classifier with 75 decision trees provides more promising results
than others. The average accuracy of the system with 75 trees is 97.6% whereas it is 87.6% (25 trees), 96.1%
(50 trees) and 94.5% (100 trees). The precision of the global system resembles the performance of the local
system using samples from female learners and slight changes in recall rate for low and high classes are
noticed. The performance of the system which does not consider the gender is summarized in Tab. 4 and
Fig. 10 shows the performances of the proposed PMCS system using different decision trees in the RF.

Figure 9: Confusion matrices-Global system
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4 Conclusion

In this study, an efficient PMCS system using the RF classifier is presented. It is designed with four
important modules; data preprocessing (data type conversion), data normalization (min-max technique),
data split (k-fold cross validation) and classification (RF module). Then, the system is operated under two
modes based on the input samples. At first, the system performance is evaluated using gender-wise
samples independently as a local process and then all samples from males and females are combined and
tested as a global process. The system is also tested by changing the number of decision trees in the RF
classifier from 25 to 100 in multiples of 25. Results show that the RF classifier with 75 decision trees
provides promising results than others in both local and global systems. The average accuracy of the
global system with 75 trees is 97.6%, whereas it is 87.6% (25 trees), 96.1% (50 trees), and 94.5%
(100 trees). Also, it is noted that the performance of local system using the samples from female learners
resembles the global system and is higher than the performance of the local system using male samples.
The main limitation of the PMCS system is the use of a small population size. In future, the performance
of the PMCS system will be analyzed using large population size. A well-defined recommendation system
for the selection of courses by the different levels of students will be modeled in the upcoming work.
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