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Abstract: In agricultural engineering, the main challenge is on methodologies
used for disease detection. The manual methods depend on the experience of
the personal. Due to large variation in environmental condition, disease diagnosis
and classification becomes a challenging task. Apart from the disease, the leaves
are affected by climate changes which is hard for the image processing method to
discriminate the disease from the other background. In Cucurbita gourd family,
the disease severity examination of leaf samples through computer vision, and
deep learning methodologies have gained popularity in recent years. In this paper,
a hybrid method based on Convolutional Neural Network (CNN) is proposed for
automatic pumpkin leaf image classification. The Proposed Denoising and deep
Convolutional Neural Network (CNN) method enhances the Pumpkin Leaf Pre-
processing and diagnosis. Real time data base was used for training and testing
of the proposed work. Investigation on existing pre-trained network Alexnet
and googlenet was investigated is done to evaluate the performance of the pro-
posed method. The system and computer simulations were performed using
Matlab tool.

Keywords: Cucurbita; farming; disease; diagnosis; classification; Convolutional
Neural Network (CNN); preprocessing; deep learning

1 Introduction

The Agricultural land is important source for feeding the society and the Indian economy is greatly
relying on agricultural productivity. Hence in the field of agriculture, disease detection plays a major role.
For the detection of plant disease, autonomous detection methods are advantageous. For example, a
disease called “little leaf disease” that is highly hazardous is found in pine trees in United States. The
Diseased tree dies within 6 years. This happened in Alabama, Georgia parts of Southern US. Due to these
circumstances early detection of diseases is very beneficial [1]. The Requirement of greater safety and
higher quality in agricultural products is now playing a major role. Various methods that include
thermography [2], immune-fluorescence techniques [3], fluorescence imaging, gas chromatography
techniques, chain reactions and DeoxyriboNucleic Acid (DNA)/RiboNucleic Acid (RNA) based affinity
biosensor [4] etc., are widely used for evaluating the quality of the leaves. The above-mentioned methods
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contain some disadvantages which include, inefficiency, and inconsistency and broadly prolonged. Hence
there is an urgent need to consider an automatic and accurate method that is less expensive and effective [5].

1.1 Data Mining in Image Processing Techniques

Data mining is defined as a process of collecting and gathering the required information from a
voluminous resource. The development of data mining techniques is inherited in the plant disease
prediction problems. At present many technologies are widely used for the prediction of plant diseases
[6–8]. Machine learning algorithms for image classification are mainly suitable for prediction [9,10].
These types of ML approaches are simple to implement and they perform well when compared to other
classical statistical approaches. Rather than beginning with an image data model, Machine learning (ML)
works using algorithms that studies the relationship between the response and its predictors. Through the
learning phase Machine Learning (ML) algorithm analyses the input and responses for the purpose of
finding dominant patterns.

1.2 Needs for Pumpkin Leaf Disease Identification

India is one of the greatest international pumpkin producers. The downy mildew, powdery mildew,
gummy stems blight diseases occur in pumpkin and destroys the leading fiscal progression in the
agricultural sector. Over the years, right from the beginning to so far it has been observed that the
Cucurbita pepo are harvested for the purpose to eat and it stays as a essential harvest crop endlessly. As a
result of its wholesome requirements, it is produced greatly and accessible widely for its indoor and
commercial purposes. This paper concentrates mainly on the classification of the above mentioned
diseases in pumpkin leaves.

2 Related Works

Jiang et al. (2019) [11] used deep learning approach based on improved Convolutional Neural Networks
(CNNs) or ConvNet. A GoogLeNet Inception structure and Rainbow concatenation and Apple Leaf Disease
Dataset (ALDD) was used to detect common types of apple leaf diseases such as Alternaria leaf spot, Brown
spot, Mosaic, Grey spot, and Rust. Ashourloo et al. (2016) [12] coined a partial least square regression
(PLSR), v support vector regression (v-SVR) and Gaussian Process Regression (GPR) methods for wheat
leaf rust disease detection. A Non Imaging Spectroradiometer was used for detection of spectra of the
infected and non infected leaves in different disease symptoms at 350 to 2500 nm of electromagnetic
region. A Digital camera evaluates the disease severity and symptoms fractions. The Result are evaluated
based on the coefficient of determination (R2) and Root Mean Square Error (RMSE). Kaur et al. (2018)
[13] framed a rule based semi-automatic system in terms of k-means was designed and implemented to
differentiate healthy Soybean leaves from diseased leaves. The Diseased Leaf was divided into three
classifications namely Frog eye, Septoria leaf blight and downy mildew. The Support Vector Machine
classifier evaluated to train three models individually by adopting colour and texture features. It also
processed on detection of disease in Soybean. Singh et al. (2019) [14] invoked Multilayer Convolutional
Neural Network (MCNN) for diagnosis and classification of the Mango leaves infected by the
Anthracnose fungal disease. Schor et al. (2016) [15] used robotic detection system for detecting of two
majority threats of greenhouse bell peppers namely Powdery mildew (PM) and Tomato Spotted Wilt
Virus (TSWV). The Principal Component Analysis (PCA) and the Coefficient of Variation (CV) are used
construct a number of detection algorithms. In Tomato spotted wilt virus (TSWV), Principal Component
Analysis (PCA) based classification with leaf vein removal resulted with 90% of classification accuracy.
Huang et al. (2014) [16] innovated New Spectral Indices (NSIs) obtaines from weighted combination of a
single band and a normalized wavelength difference of two bands for detecting different diseases in
crops. Luo et al. (2013) [17] used spectral features (SFs) by evaluation of four methods to detect aphid
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density of wheat leaf and estimation of aphid density based on Partial Least Square Regression (PLSR). The
Experiment was made on 60 wheat leaves with different aphid densities. Lin et al. (2019) [18] stimulated a
unified Convolutional Neural Network (CNN) designating the Matrix-based Convolutional Neural Network
(M-bCNN). This Method is ahallmark convolutional kernel matrix. The Experimental samples are images of
winter wheat leaf diseases collected from Shandong Province, China with a total of 16652 images ordered in
eight categories and augmented into 83260 images. Kaur et al. (2017) [19] used Legumes a two stage method
for detection of infected leaf region percentage. In First stage categorizes the disease and healthy leaf sample.
In Second stage, identification of infected region and detection of infected area. Based on the texture feature
classification of healthy and diseased leaves are identified accurately in infected region of legumes specially
in Groundnut and Soybean. Shrivastava et al. (2014) [20] used colour image sensing and processing based
infected lesion detection method for detecting the problems associated in soya bean cultivation. It used
structural texture and normalized Discrete Cosine Transform (DCT)-based feature descriptors. Jadhav and
Patil (2015) [21] innovated a k clustering. This K clustering has a Square Euclidian distances method.
The Experiment was made on samples of Bacterial Leaf Blight Septoria Brown spot, Bean Pod Mottle
Virus infected soybean leaf images. The K clustering detects automatically classifies the infected leaf and
evaluate the pest control measurement based on segmented diseased region and ratio of unit pixel in the
leaf region.

Gharge and Singh (2016) [22] framed an Image enhancement technique and used k-means segmentation
algorithm for detection of Frogeye, Downy mildew and Bacterial Pustule disease of Soybean and also
processed with Neural Network. The Experiment resulted with 93.3% of accuracy for 30 images in
detection of Soybean disease severity and diagnosis the diseases infected area. Gavhale and Gawande
(2014) [23] coined a detection system to diagnosis of diseases in the crops and examined benefits and
limitations of these potential methods. This Technique used multiple steps namely features extraction,
neural network based classification, image pre-processing, image pre-processing with a proper
management strategies for obtaining a quality and quantity agricultural products with diseases control
measurements. Barbedo (2016) [24] revealed the challenges in the techniques and its recovery problems
in diseases detection for the last two decades. It had a risk evaluation task in acquirement of simultaneous
diseases at same time, complex backgrounds, detection in boundaries symptoms, image analysis of
unconfined capture at a condition and a extended range of diseases characteristics with the subjects. It
defines few recovery methods for the problems in diseases detection. Chouhan et al. (2018) [25]
stimulated a bacterial foraging optimization based radial basis function neural network (BRBFNN). It
used soft computing approach for automatic segmentation of diseases in the leaf images from plants and
a region growing algorithm used for finding and merging of seed points with common attributes. It also
used a Bacterial Foraging optimization for allocation of optimal weight to radial basis function neural
network and authors also performed an experiment on some common fungal diseases. Sujatha et al.
(2017) [26] used image processing for detecting diseases in the leaf of a plant by utilizing the Matlab.
The Detection of diseases is made with a followed process namely, features extraction, Red, Green, And
Blue (RGB) to Hue, Saturation, and Intensity (HIS) conversion, augmentation of image and Support
Vector Machine (SVM) respectively. It helps to identify diseased crop and diagnosis diseases in
agriculture field and ensure it to an economical value of market. Zhang et al. (2018) [27] used an
improved GoogLeNet and Cifar10 models based on deep learning. It had lesser number of parameter than
Visual Geometry Group Network(VGGnet) and AlexNet structures. The Eight varieties of maize leaf
diseases are made to an experiment in terms of varying pooling combinations, adding dropout operations
and rectified linear unit functions, and lowering the number of classifiers. The Experiment resulted with
an average identification accuracy of 98.9% by GoogLeNet and average identification accuracy of 98.8%
by Cifar10 model. Martinelli et al. (2014) [28] used modern methods based on nucleic acid and protein
analysis. Bashish et al. (2011) [29] used image processing based software solution for automatic detection
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and classification of plant leaf diseases. The Developed Neural Network classifier based on statistical
classification evaluates all sampled types of leaf diseases and results with a precision of 93% than K-
means clustering technique result in segmentation RGB images. The FNN is very apt for value
prediction, but this study focuses on directional prediction that paved a way for classification with the use
of probabilistic neural network (PNN).

2.1 Fundamentals of Image Classification

The Image classification process is done in three various levels of evaluations such as image
preprocessing, feature extraction and classification. Lastly, the affected disease if detected with the help of
image classification algorithm and the accuracy of the classification results are estimated. In the current
section, the above given three steps are described in detail.

2.1.1 Image Pre-Processing Algorithms
A Standard median filter is produced by orderly arranging the input samples in ascending order and

choosing the input one as the median value, if there exists odd number of samples. Else the medial filter,
will take any value of input sample that is placed between the two median values (it is usually an
arithmetic average) (G. Mikolajczak and Peksinski, 2016) [30].

2.1.2 Adaptive Median Filter
The Digital images are indicated by a set of pixels that have intensity values (Lyakhov et al. 2019) [31].

Considering the straightforwardness of the statement, let us consider grayscale images, that have intensity
values which are encoded with 8-bit numbers and vary from 0 (black color) to 255 (white color). At this
stage, many models of impulse noise are familiar. The variation among these models is necessary unless
the fact of the existence of distortion in the image pixel is established. For the purpose of removal of
noise a wavelet transform is used, that removes the noise which exists in the image in high and low
frequency regions with different size and structures. By using 2D discrete wavelet transform (DWT) four
frequency sub-band images Low-Low (LL), Low- High (LH), High-Low (HL) And High-High (HH) are
obtained. This contains one sub-band image (LL) for approximation and three detailed sub-band images
(LH, HL, and HH). (Choi and Jeong, 2018) [32].

2.2 Image Segmentation

Once the filtering algorithms are applied, the image undergoes segmentation process that includes,
Sobel, Prewitt, Roberts, LoG, Canny edge detection, basic global thresholding and Otsu’s global
thresholding (Adatrao and Mittal, 2016) [33]. The thresholding process changes the given image into
binary image which clearly differentiates between the object and the background by gray levels of 1 and
0 accordingly. The Basic Global Thresholding (BGT) (Chaubey, 2016) [34] calculates the gio-bai
threshold T for the given image by following an iterative procedure. By calculating the mean of all gray
level images the initial estimate of T is found. Next segmentation is done for the image with the help of
T, this yields two pixel groups G1 and G2. G1 contains all pixels that have greater intensity when
compared to T and G2 contains all pixels that have less intensity or equal intensity when compared with
T. Then the calculation of average intensities of m1 and m2 is done for the pixels in region G1 and
G2 respectively. The Eq. (1) expresses the value for new threshold.

T¼ 1

2
ðm1 þ m2Þ (1)

The above steps are followed repeatedly till the difference of T in the successive iterations is lesser than
few predefined value, ΔT. Along with basic global thresholding (BGT), there exists another two active
contour models on the basis of image segmentation is accessible. One of them is edge based method and
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the other is region based. In edge based active contours an edge detector is present, and it is on the basis of the
image gradient approach, which locates the sub-region boundary and for the drawing the contours to the
boundaries detected. Edge based approaches are similar to the edge based segmentation. In region based
active contours usually make use of statistical information of image intensity within every subset rather
than searching for geometrical boundaries. Region-based approaches are also similar to the region-based
segmentation (Baswaraj et al. 2012) [35].

2.3 Feature Extraction Algorithms

Feature extraction is a process of extracting the features of the leaves such as color, texture etc., The
Extraction of texture features can be done by using of many algorithms namely Fractal based description,
Gabor filter and Markov Random field etc., The reason behind the texture analysis of the leaf is that it
gives relationship between various gray levels of the image and it gives a detailed analysis about the
nature of the texture other than the frequency based texture.

2.3.1 Gray-Level Co-Occurrence Matrix (GLCM) Based Feature Extraction
GLCMmatrix is used for the computation of the second order statistical features (Kiaee et al. 2019) [36].

It is the illustration of statistical joint probability of two pixels (i, j) placed at a distance of ‘d’ in a given
direction ‘Ĭ’ viz. the probability that i and j have similar intensity. P is the square array in which the
image under examination has the number of rows and columns equals to the number of distinct gray
levels of the image (Mukherjee et al. 2016) [37]. For a given displacement vector the GLCM matrix
consists of eight number of rows and eight number of columns. Calculation of GLCM matrix is time
consuming and difficult since the computation for different angles and for different distances are laborious.

2.3.2 PCA Based Feature Extraction
Principal Component Analysis (PCA) is a process that makes use of linear transformation for mapping

the data from higher dimensional space to a lower dimensional space. By use of Eigen vectors of the
covariance matrix the lower dimensional space can be calculated (Suganthy and Ramamoorthy, 2012)] [38].

The step-by-step procedure associated with PCA is as follows

� From the given dataset S, the mean value S’ is estimated

� The mean value is subtracted from S, this forms a new matrix “A”

� Covariance of the matrix is calculated from the matrix as C = AAT, from the covariance matrix the
eigen values are obtained as V1V2V3V4…VN.

� Now eigen vectors are determined for the covariance matrix C

� Any vector S or S S − can be given as linear combination of eigen vectors as described in Eq. (2)

� Since the covariance matrix is symmetric it form basis V1V2V3V4…

VNS � S¼ b1u1þ b2u2þ b3u3þ . . . bNuN (2)

� Only eigen values that are larger are used to form lower dimension data set in Eq. (3)

S � S¼
X1

i¼0
b1u1; 1 ,N (3)

2.4 Feature Extraction Algorithms

The Feed-Forward Neural Network (FNN) is very apt for value prediction, but this study focuses on
directional prediction that paved a way for classification with the use of probabilistic neural network
(PNN). Probabilistic Neural Network (PNN) is very effective than usual FNN due to the above reasons. If
FNN is employed for classification in this study, deciding the threshold or making necessary adjustments
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is difficult, these requirements are not necessary for probabilistic neural network (PNN). The Probabilistic
neural network (PNN) gives global optimal solutions, that results in a very precise output results.
Probabilistic Neural Network (PNN) was introduced in the year 1966 by D.F. Specht mainly for
classification problems. Probabilistic neural network (PNN) is a feed-forward neural network and it
consists of four layers namely input layer, pattern layer, summation layer and output layer,(Chandrasekara
et al. 2019) [39]. Probabilistic neural network works on the basis of Bayesian method of classification,
and it can classify the image sample with highest probability of success. The Basic principle behind the
Bayesian classifier lies in choosing the class C that contains largest product term in the Bayesian
classification theorem as described in Eq. (4).

MaxcfPcLcf cðxÞg (4)

Here, Pc denotes the priori probability for class C, Lc denotes the loss caused due to the misclassification
of a sample that truly belongs to class C, let X = (x1, x2, , xk), be the input vector needed to be classified and
fc(x) (Eq. (5)) represents the probability of X given the density function of class C. Usually, the distribution of
the vector X considered to be Gaussian

f cðxÞ¼ 1

ð2pÞk=2sc
knc

Xnc
k¼1

exp
�ðX�YicÞ

0ðX�YicÞ
2s2

c

(5)

Here, k denotes the number of elements in X, nc represents the number of training samples that belong to
class C, Yic corresponds to the ith training sample in class C, and σc gives the smoothing parameter.

3 Description of Proposed Approach for Pumpkin Leaf Disease Detection

The Proposed method for pumpkin leaf disease detection is demonstrated in Fig. 1. The Proposed
architecture consists of three steps that include preprocessing stage done based on evolutionary algorithm,
feature extraction done on the basis of computer vision technology and for classification of pumpkin leaf
disease, convolution neural network is followed. The Above sections are clearly explained in this section.

3.1 Denoising CNN for Pumpkin Leaf Preprocessing

The Architecture diagram of Denoising Convolutional Neural Network (DnCNN) is given in Fig. 2. The
DnCNN input is observed to be noisy and it is gives as y = x + v. The Discriminative denoising models
namely MLP and CSF targets to learn the original mapping function F(y) = x directly for the sake of
predicting the latent clean image of pumpkin leaf. In DnCNN, the residual learning formulation is done

Figure 1: Proposed architecture for pumpkin leaf disease detection
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for the purpose of training the residual mapping R(y) = v, and in the next step x is derived from x = y − R(y).
The Convolutional filters size is set about to 3 × 3. Hence, the receptive field of DnCNN with depth of d must
be (2d + 1) × (2d + 1). By increasing the depth of the network makes the context information to look larger
and have larger image region and thereby increases the burden in computation. For obtaining a good trade-
off with performance and efficiency, a major issue that arises in the architecture design is to give a apt depth
for DnCNN. In Gaussian denoising the receptive field size of DnCNN with a particular noise level is set to
35 × 35 with the respective depth of 17. For the given DnCNN that have depth D, consists of three different
types of layers (as given in Fig. 2 along with three various colors. (i) Conv + ReLU: for the first layer contains
64 filters of size 3 × 3 × c helps us in the generation of 64 feature maps, and rectified linear units (ReLU, max
(0, •)) are used to rectify the nonlinearity, where c denotes the number of image channelsm such that, c = 1 for
grayscale image and c = 3 for color image. (ii) Conv + BN + ReLU: for layers 2 ∼ (D − 1) contains 64 filters
of size 3 × 3 × 64 and a batch normalization is added on between the convolution and ReLU. (iii) Conv: for
the layer 3 contain c filters of size 3 × 3 × 64 that are utilized for the reconstruction of the denoising result. For
summing up, there are two features in DnCNN. They include the residual learning formulation for learning
R(y), and the batch normalization used for speeding up the training and also for boosting the denoising
performance. Generally the residual learning and batch normalization turns out to be more beneficial to
each other, upon integrating them they become very effective in speeding up the training and boosting the
denoising performance.

3.2 Computer Vision Based Pumpkin Leaf Feature Extraction

The Building blocks of computer vision algorithms are the local features and its descriptors. The Use of
local features in these algorithms is done for efficient handling of scale changes, rotation, and occlusion. The
Computer Vision Toolbox algorithms contain features from accelerated segment test (FAST), Harris, and Shi
& Tomasi corner detectors, and the SURF and MSER blob detectors.

3.2.1 BRISK (Binary Robust Invariant Scalable Keypoints) Algorithm
Binary Robust Invariant Scalable Keypoints (BRISK) algorithm belongs to the binary descriptors family

and it is found to be similar to Oriented FAST and rotated BRIEF(ORB) algorithm. The Feature extraction is
done with the help of variant of AGAST algorithm (Adaptive and Generic Accelerated Segment Test) (Mair
et al. 2010) [40] that is an extension of FAST. For the purpose of gaining scale invariance the detector goes a
step beyond ORB. To achieve this, the algorithm searches for maxima in the image plane and the continuous
scale space (via quadratic fitting). Binary Robust Invariant Scalable Keypoints (BRISK) utilizes handcrafted
sampling pattern that consists of concentric circles centered at the feature (Fig. 3) which is in contrast with
ORB. For accounting to aliasing effect the Gaussian smoothing relating to the distance of the circle centre to
the feature is done earlier to the tests. Sampling pairs are divided into short and long pairs depending on the
distance between them, such that, if the distance is lower than the certain threshold dmax, or if the distance is
greater than the certain threshold dmin. The Long pairs are used for the calculation of the local gradient (of

Figure 2: Proposed DCNN architecture for pumpkin leaf image pre-processing
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the patch) which gives the feature orientation. The Short pairs are later rotated to get the sought rotation
invariance and they are helpful to calculate the binary descriptor by means of intensity tests.

3.2.2 FAST (Features from Accelerated Segment Test) Algorithm
For Pumpkin leaf image pixel plays vital role and each Pumpkin leaf image has Features from

Accelerated Segment Test (FAST) score. The Pumpkin leaf image pixel has limit threshold which are pre-
defined score to identify interest point. By using some brightness comparison tests 512 binary feature
vector of length gets develops. The Image pairs and Interest points were accord up by computing the
Hamming distance between the feature descriptors. The Features from Accelerated Segment Test (FAST)
Algorithm outperformed Speeded Up Robust Features (SURF) in order of magnitude.

3.2.3 HARRIS Algorithm
The Texture parameter is important factor at image pixel. Because when pumpkin leaf images are

obtained under a complex imaging conditions it results with lesser texture data mostly corner data gets
overflows. To avoid this Harris operator used to have superior stability and anti-noise performance. The
Harris operator has to compute only on first order gradient of the image. The Harris feature extraction
algorithm has no scale invariance by that feature it has been used to extract gradient magnitude space
image features. The Multiscale Harris detection matrix is expressed in Eq. (6)

uðX; snÞ ¼ s2
ng

ffiffi
2

p
sn

ðLn
xÞ2 Ln

xL
n
y

Ln
xL

n
y ðLn

yÞ2
" #

(6)

where X denotes the pixel position, σn denotes the scale of X, denotes a two-dimensional Gaussian function
with a standard deviation of, and Lxn and Lyn , respectively. The response value for each Harris corner is
calculated using the function of Eq. (7).

R X; snð Þ ¼ detðuðX; snÞÞ � D:trðuðX; snÞÞ2 (7)

where det(.) denotes the determinant of the square matrix, tr(.) denotes the trace of the square matrix, and D
exists only in the shape of the regulating function.

Figure 3: Sampling patterns of the binary descriptors using BRISK pattern
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3.2.4 MSER (Maximally Stable Extremal Region Detector) Algorithm
In order to express a pumpkin leaf image regions within its frame according to the intensity Maximally

Stable Extremal Region detector (MSERs) algorithm used because it has improved based on the color
gradient which obtained from color threshold. So that colored objects identify and tracked by using color
gradient threshold feature. The Maximally Stable Regions (MSR) decides higher stability range by setting
threshold parameter for different intensity images, I, to binary images are expressed in Eq. (8).

EtðxÞ¼ 1 if IðxÞ � t
0 otherwise

�
(8)

In sample words, Maximally Stable Extremal Region detector (MSERs) technique does the following
Eq. (9). Intensity function will be used to compute the stability ψ of the region.

c ¼ ðQðiþ dÞ � Qði� dÞÞ=QðiÞ (9)

3.2.5 SURF (Speeded Up Robust Features) Algorithm
The Extracting of feature points are made for obtaining scale invariance from parameters of feature

points, also reference ideas are obtained by using the Scale Invariant Feature Transform (SIFT) algorithm
by combining Harris and LoG. At particular point x = (x, y) on I, the expression of scale σ Hessian
matrix H(x, σ) is expressed in Eq. (10).

Hðx;sÞ ¼ Lxxðx;sÞ Lxyðx;sÞ
Lxyðx;sÞ Lyyðx;sÞ

� �
(10)

Among them, Lxx(x, σ) is a convolution of Gaussian second-order differential ∂2 g(σ)/∂x2 point X = (x,
y). g(σ) = (1/2πσ2)exp( − (x2 + y2)/2σ2). Lxy(x, σ) and Lyy(x, σ) have similar meanings. The Matrix H(x, σ)
has determinant extreme points that denote the feature points of the desired image to improve the calculation
speed of Gaussian convolutions, The Determinant of the matrix is expressed in Eq. (11).

detðHapproxÞ ¼ DxxDxx � ðWDxyÞ2 (11)

where, w is the weight, its function is to balance the deviation caused by the approximation.

3.3 CNN Based Pumpkin Leaf Image Disease Classify

The Automatic Pumpkin leaf image classification systems uses a popular convolutional neural networks
(CNN) (Fig. 4). It consists of convolutional, nonlinear, pooling layers and fully connected layers. Consider
among them first layer is Convolution layer in that image (matrix with pixel values) will get enters where
input pumpkin leaf image is passed first in which input matrix beginning at the top left of image are read
and passes to next layers. A Filter (or neuron, or core) is used produces convolution and this convolution
continues thought entire process with input leaf image. The Filter role in reading image only in the upper
left corner it multiply its values by the original pixel values and all these multiplications values are
summed and at the end it is obtained with one number and process is continued as same on the further
right by 1 unit and passed among filter across all positions where a smaller matrix was obtained than an
input matrix. The Convolution layer output is passed as input to second layer known as nonlinear layer
and occurs at every further convolutional layer. After each convolution operation nonlinear layer was
added which acts an activation function to extract nonlinear property for getting a sufficient intense and if
not with sufficient intense it will not able to model the response variable (as a class label). Then next
layer known as pooling layer which process input in terms of its width and height of the image and it
also performs a down sampling operation. The End result was obtained with reduced image volume.
After completion of process on all layers it is necessary to attach with fully connected layer. The Output
information from convolutional networks has to be attached to a fully connected layer till end of the
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network results be N dimensional vector, where N denotes the number of classes from which the model
selects the desired class. The accuracy is more, and identification of the disease is efficient. The
Optimization and convergence behavior is more when compared to existing method. The Method is also
suitable for semantic dictionary and attention maps.

Figure 4: Proposed convolutional neural networks (CNN) classifier for pumpkin leaf disease classification

4 Experimental Results

4.1 Evaluation Index

The Evaluation indexes used in this paper were top 1 accuracy, precision, recall value, and F1 score.
Four conditions existed in each image, which were True Positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN). The corresponding formulas are described in Eqs. (12)–(15). The Results
are tabulated in the Tabs. 1–7.

accuracy¼ TP þ TN

TP þ TN þ FP þ FN
(12)

precision¼ TP

TP þ FP
(13)

recall¼ TP

TP þ FN
(14)

F1Score¼ 2 � precision � recall

precision þ recall
(15)

The Disadvantages of existing methods is that it produces some breakup in image edges and the adaptive
filter takes additional computational times. The proposed method is autonomous and does an effective feature
extraction process. The computational time is less compared to median and Discrete Wavelet Transform
(DWT) methods. Even though DWT method is easy to implement, the sensitivity is more. The
performance of filtering and segmentation is shown in Fig. 5 and Fig. 6. Similarly the various feature
outputs are shown in Fig. 7 and Fig. 8.
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4.2 Implementation of Existing Approaches of Pumpkin Leaf Disease Classification

Table 1: Performance metrics of existing filtering algorithm

Filtering methods Noise Noise
density/
mean

PSNR MSE MAE SSIM DSSIM

Median Filter (Grzegorz
Mikolajczak and Jakub
Peksinski 2016)

Salt
and
Pepper

0.02 4.0134 2.5880E+04 152.1313 0.0030 0.4985

0.04 4.0135 2.5881E+04 152.1336 0.0030 0.4985

0.05 4.0133 2.5881E+04 152.1342 0.0030 0.4985

Speckle 0.02 4.0134 2.5879E+04 152.1300 0.0030 0.4985

0.04 4.0134 2.5879E+04 152.1302 0.0030 0.4985

0.05 4.0132 2.5879E+04 152.1302 0.0030 0.4985

Poisson 5 4.0136 2.5879E+04 152.1292 0.0030 0.4985

Adaptive Median Filter (Pavel
A. Lyakhov et al. 2019)

Salt
and
Pepper

0.02 24.0125 5.5128E+01 10.5191 0.6112 0.1944

0.04 23.3034 6.1476E+01 11.3893 0.5889 0.2056

0.05 22.4988 6.8483E+01 12.3474 0.5511 0.2245

Speckle 0.02 24.6096 5.7005E+01 11.3425 0.5992 0.2004

0.04 23.5346 6.3360E+01 12.7419 0.5552 0.2224

0.05 23.0893 6.8118E+01 13.3553 0.5473 0.2263

Poisson 5 25.8086 5.3085E+01 9.9102 0.6456 0.1772

Discrete Wavelet Transform
(Hyunho Choi and Jechang
Jeong 2018)

Salt
and
Pepper

0.02 27.216 4.3558E+01 8.5856 0.8456 0.0772

0.04 25.6714 5.0794E+01 10.0369 0.8571 0.0714

0.05 24.7390 5.5026E+01 10.9876 0.8552 0.0724

Speckle 0.02 22.4393 7.8467E+01 15.9100 0.6453 0.1774

0.04 20.2153 8.9190E+01 20.7243 0.6219 0.1890

0.05 19.4705 9.2001E+01 22.5942 0.6146 0.1927

Poisson 5 25.5870 5.7628E+01 10.8087 0.6842 0.1579

(a) Input
Noisy Image

(b) Denoised 
image using Median 

Filter

(c) Denoised 
image using Adaptive 

Median Filter

(d) Denoised 
image using DWT

Figure 5: (a): Input noisy image (b): Denoised image using median filter (c): Denoised image using adaptive
median filter (d): Denoised image using DWT
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Figure 6: Leaf segmentation using contour segmentation algorithm

Table 2: Feature Extraction by Existing GLCM algorithm (G. Mukherjee et al. 2016)

Features Leaf 1 Leaf 2 Leaf 3 Leaf 4 Leaf 5 Leaf 6 Leaf 7 Leaf 8

Contrast 2.0179 1.5811 1.14415 0.87346 2.00616 2.40325 1.21506 0.89232

Correlation 0.8288 0.83116 0.83587 0.83281 0.84432 0.81630 0.86200 0.90798

Energy 0.4176 0.31944 0.49427 0.71382 0.47006 0.51189 0.40744 0.21552

Homogeneity 0.8895 0.87291 0.89523 0.94886 0.89285 0.87525 0.91277 0.87866

Mean 50.417 57.7887 35.3018 20.97 53.1073 49.4666 43.9512 71.9067

Standard Deviation 78.550 74.4071 63.4045 56.7232 87.0383 87.5413 68.9764 77.2943

Entropy 3.3507 4.07958 2.97083 2.14485 3.22148 2.92847 3.47087 5.48378

RMS 8.1249 10.2251 7.86657 6.60657 8.62221 7.64461 8.96928 11.8242

Variance 3865.0 5239.27 3403.35 3131.86 7179.28 6239.33 4176.64 5397.14

Smoothness 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Kurtosis 2.5889 1.90828 3.93938 9.67817 2.5482 2.89411 3.12843 1.98092

Skewness 1.1193 0.73172 1.54222 2.82418 1.16317 1.31124 1.25402 0.59260

IDM 255 255 255 255 255 255 255 255

Table 3: Feature extraction by existing PCA algorithm (Suganthy, M. and P. Ramamoorthy, 2012)

Features Leaf 1 Leaf 2 Leaf 3 Leaf 4 Leaf 5 Leaf 6 Leaf 7 Leaf 8

Contrast 0.2350 0.1983 0.2261 0.2461 0.2439 0.2150 0.2189 0.2211

Correlation 0.1251 0.1136 0.1231 0.0949 0.0379 0.0747 0.0901 0.1107

Energy 0.7456 0.7644 0.7411 0.7247 0.7251 0.7244 0.7583 0.7214

Homogeneity 0.9298 0.9343 0.9289 0.9235 0.9227 0.9241 0.9333 0.9230

Mean 0.0040 0.0011 0.0049 0.0046 0.0034 0.0027 0.0036 0.0054

Standard Deviation 0.0897 0.0898 0.0897 0.0897 0.0897 0.0898 0.0897 0.0897

Entropy 3.5177 3.6186 3.6573 3.6739 3.6499 3.6688 3.6734 3.6942

RMS 0.0898 0.0898 0.0898 0.0898 0.0898 0.0898 0.0898 0.0898

Variance 0.0080 0.0080 0.0080 0.0080 0.0080 0.0080 0.0080 0.0080

Smoothness 0.9364 0.8023 0.9485 0.9451 0.9276 0.9088 0.9308 0.9523

Kurtosis 6.3438 5.0709 5.5509 5.4030 5.3542 4.7697 5.9965 5.5106

Skewness 0.4552 0.3444 0.4922 0.5101 0.5320 0.3152 0.4264 0.4108

IDM 0.6209 1.4231 1.3008 1.1511 1.7694 0.6077 0.5581 0.1299
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4.3 Implementation of Proposed Pumpkin Leaf Disease Classification

Table 4: Pumpkin leaf image classification using probabilistic neural network (PNN)

Leaf Affected disease Accuracy
(%)

Sensitivity Specificity Precision Recall f_measure Gmean

Leaf 1 Healthy Leaf 51.042 0.8958 9.3127 −0.1208 0.8958 −0.2792 2.8883

Leaf 2 Downy Mildew 9.483 0.31420 1.5824 −1.1714 0.3142 0.8586 0.7051

Leaf 3 Healthy Leaf 8.400 0.2833 1.3967 −2.5000 0.2833 0.6391 0.6291

Leaf 4 Powdery
Mildew

28.243 0.5019 5.1467 −0.1377 0.5019 −0.3796 1.6073

Leaf 5 Powdery
Mildew

54.417 0.9900 9.8933 −0.1253 0.9900 −0.2868 3.1296

Leaf 6 Downy Mildew 19.4063 6.5677 32.2448 −0.2661 6.5677 −0.5548 14.5525

Leaf 7 Healthy Leaf 18.436 0.2239 3.4633 −0.1000 0.2239 −0.3614 0.8807

Leaf 8 Downy Mildew 33.658 0.6213 6.1103 −0.1384 0.6213 −0.3562 1.9485

Table 5: Proposed DCNN for pumpkin leaf pre-processing

Noise Noise density/Mean PSNR MSE MAE SSIM DSSIM

Salt and Pepper 0.02 22.0861 68.2624 14.1578 0.6966 0.1517

0.04 20.3207 82.3813 18.0295 0.5833 0.2084

0.05 19.8193 85.5317 19.2383 0.5460 0.2270

Speckle 0.02 21.6306 79.4029 16.4602 0.6139 0.1931

0.04 20.3697 87.2756 18.9431 0.5450 0.2275

0.05 19.9394 89.4231 19.8827 0.5207 0.2397

Poisson 5 23.5443 68.2561 13.2193 0.7203 0.1398

(a) Proposed BRISK Feature (b) Proposed FASTFeature

(c) Proposed HARRIS Feature (d) Proposed MinEigen Feature

Figure 7: (a): Proposed BRISK feature (b): Proposed FAST feature (c): Proposed HARRIS feature (d):
Proposed MinEigen feature
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5 Conclusion

Machine learning based methods were presented in the paper alternative to the manual methods which
are depends on the manual experience. The Paper presented a proposed method for disease diagnosis and
classification of diseases in Cucurbita gourd family. Convolutional neural network (CNN) was proposed
for disease severity examination of leaf samples through computer vision. The automatic pumpkin leaf

Table 6: Pumpkin leaf image classification using convolution neural network (CNN) with alexnet as pre-
trained network

Leaf Affected disease Accuracy
(%)

Sensitivity Specificity Precision Recall f_measure Gmean

Leaf 1 Healthy Leaf 53.33 1.9427 6.1233 −0.6108 1.9427 −1.7818 3.4491

Leaf 2 Downy Mildew 60.00 0.5154 1.2203 1.7463 0.5154 0.7959 0.7931

Leaf 3 Healthy Leaf 60.00 0.1938 0.4802 0.2716 0.1938 0.2262 0.3051

Leaf 4 Powdery Mildew 73.33 0.9251 2.6608 −1.2575 0.9251 7.000 1.5689

Leaf 5 Powdery Mildew 60.00 2.3348 6.8282 −0.6683 2.3348 −1.8728 3.9928

Leaf 6 Downy Mildew 53.33 5.0441 8.4185 −2.1243 5.0441 −7.3397 6.5164

Leaf 7 Healthy Leaf 40.00 0.5991 1.9780 −1.5814 0.5991 1.9291 1.0886

Leaf 8 Downy Mildew 60.00 1.2996 4.1718 −0.6941 1.2996 −2.9798 2.3284

Table 7: Pumpkin leaf image classification using Convolution Neural Network (CNN) with googlenet as pre-
trained network

Leaf Affected disease Accuracy
(%)

Sensitivity Specificity Precision Recall f_measure Gmean

Leaf 1 Healthy Leaf 39.754 1.9063 6.0446 −0.6074 1.9063 −1.7829 3.3945

Leaf 2 Downy Mildew 87.05 0.5223 1.2188 1.7206 0.5223 0.8014 0.7979

Leaf 3 Healthy Leaf 40.63 0.2679 0.5446 0.3704 0.2679 0.3109 0.3820

Leaf 4 Powdery Mildew 17.165 0.7991 2.6339 −0.9572 0.7991 9.6757 1.4508

Leaf 5 Powdery Mildew 45.067 2.2768 6.7366 −0.6581 2.2768 −1.8512 3.9164

Leaf 6 Downy Mildew 66.161 4.8438 8.3884 −1.9035 4.8438 −6.2717 6.3743

Leaf 7 Healthy Leaf 12.210 0.5893 1.8527 −2.2373 0.5893 1.6000 1.0449

Leaf 8 Downy Mildew 26.808 1.2902 4.0714 −0.7243 1.2902 −3.3029 2.2919

(a) Proposed MSER Feature (b) Proposed SURF Feature

Figure 8: (a): Proposed MSER feature (b): Proposed SURF feature
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image classification using proposed DCNN was efficient compared to other methods. The Simulation was
done using Matlab.
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