
An Ordinal Multi-Dimensional Classification (OMDC) for Predictive
Maintenance

Pelin Yildirim Taser*

Izmir Bakircay University, Department of Computer Engineering, Izmir, 35665, Turkey
*Corresponding Author: Pelin Yildirim Taser. Email: pelin.taser@bakircay.edu.tr

Received: 02 February 2022; Accepted: 04 March 2022

Abstract: Predictive Maintenance is a type of condition-based maintenance that
assesses the equipment's states and estimates its failure probability and when
maintenance should be performed. Although machine learning techniques have
been frequently implemented in this area, the existing studies disregard to the nat-
ural order between the target attribute values of the historical sensor data. Thus,
these methods cause losing the inherent order of the data that positively affects
the prediction performances. To deal with this problem, a novel approach, named
Ordinal Multi-dimensional Classification (OMDC), is proposed for estimating the
conditions of a hydraulic system's four components by taking into the natural
order of class values. To demonstrate the prediction ability of the proposed
approach, eleven different multi-dimensional classification algorithms (traditional
Binary Relevance (BR), Classifier Chain (CC), Bayesian Classifier Chain (BCC),
Monte Carlo Classifier Chain (MCC), Probabilistic Classifier Chain (PCC), Clas-
sifier Dependency Network (CDN), Classifier Trellis (CT), Classifier Dependency
Trellis (CDT), Label Powerset (LP), Pruned Sets (PS), and Random k-Labelsets
(RAKEL)) were implemented using the Ordinal Class Classifier (OCC) algorithm.
Besides, seven different classification algorithms (Multilayer Perceptron (MLP),
Support Vector Machine (SVM), k-Nearest Neighbour (kNN), Decision Tree
(C4.5), Bagging, Random Forest (RF), and Adaptive Boosting (AdaBoost)) were
chosen as base learners for the OCC algorithm. The experimental results present
that the proposed OMDC approach using binary relevance multi-dimensional
classification methods predicts the conditions of a hydraulic system's multiple
components with high accuracy. Also, it is clearly seen from the results that the
OMDC models that utilize ensemble-based classification algorithms give more
reliable prediction performances with an average Hamming score of 0.853 than
the others that use traditional algorithms as base learners.
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1 Introduction

In industrial systems, equipment maintenance dramatically influences an equipment's operation time and
efficiency [1]. Predictive Maintenance (PdM), which is one of the maintenance management strategies,
monitors the equipment's performance and condition to reduce the probability of failure using predictive
tools. The main aim of the PdM is to monitor equipment's condition and estimate the potential equipment
failure based on historical data. Thus, it provides preventing equipment failure with regularly scheduled
and corrective maintenance.

Machine learning (ML) techniques have been preferred as a powerful predictive tool for maintaining
industrial environments in recent years [2]. It discovers hidden patterns within complex and multivariate
data where the traditional methods (e.g., statistical inference methods) remain inadequate. In most of the
ML-based PdM approaches, Multilayer Perceptron (MLP) [3,4], Convolutional Neural Network (CNN)
[5–7], Long Short-term Memory Network (LSTM) [8–10], Support Vector Machine (SVM) [11,12], k-
Nearest Neighbour (kNN) [13], Random Forest (RF) [14–17], and Decision Tree [18] were used. For
example, Kiangala et al. [5] proposed a novel PdM framework that combines time-series imaging and
CNN models to detect a conveyor system's impairments and reduce the risk of incorrect faults. According
to the experimental results, the proposed method outperforms the traditional classification approaches. In
another study [18], a novel decision support system based on decision trees (DTs) were developed for
determining under what circumstances a machine learning-based PdM strategy is economically viable,
with the goal of assisting practitioners in making sound decisions.

In addition to these single label predictive maintenance approaches, a fewML-based approaches classify
multi-target attributes [19,20]. For example, Last et al. [19] developed a multi-target probability estimation
model (M-IFN) to estimate the probability and timing of a failure in each subsystem in a car. In another study
[20], a multi-label recurrent neural network model was presented for predicting faults of multi-dimensional
time-series data. The proposed approaches in both of these studies give more accurate prediction
performances than the conventional solutions. In this study, eleven different multi-dimensional
classification (MDC) algorithms (BR, CC, BCC, PCC, MCC, CDN, CT, CDT, LP, PS, and RAKEL
algorithms) are preferred for estimating the conditions of a hydraulic system's four components.

In the existing ML-based PdM approaches, it is assumed that there is no inherent natural order between
the class values in the experimental data. However, in most real-world scenarios, the experimental datasets'
class values have an order relation among them. As shown in the previous studies [21,22], the ordinal
classification strategy often outperforms the nominal classification for the datasets consisting of class
labels having ordered information. Considering this motivation, a novel approach, named Ordinal Multi-
dimensional Classification (OMDC), is proposed for predicting multi-dimensional attributes by taking
into the natural order of class values. This approach combines MDC and ordinal classification (OC)
paradigms to improve prediction performance. The OMDC is a general approach that can be used for a
prediction task in various fields. It was utilized to predict the conditions of a hydraulic system's four
components as a case study. In the experiments, the proposed OMDC approach was applied to a well-
known and real-world hydraulic system's condition dataset used in many ML-based studies [23–25].

The novelty and main contributions of this article are as follows: (i) This study gives a brief survey of
MDC and OC, (ii) It is the first attempt to implement the OC method for predictive maintenance, (iii) It
proposes a novel approach, named OMDC, that combines MDC and OC paradigms to improve prediction
performance, (iv) This study is also original in that it implements the OMDC approach to classify the
conditions of the hydraulic system's four components by considering the relationships between the class
values of components, (v) This is also the first study that classifies multiple components of the hydraulic
systems, (vi) It implements eleven different MDC algorithms using MLP, SVM, kNN, C4.5, Bagging,
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RF, and AdaBoost classification algorithms as base learners and compared with each other in terms of
Hamming Score, Exact Match, Hamming Loss, and ZeroOne Loss metrics.

2 Background Information

2.1 Ordinal Classification

ML techniques are generally grouped under two main types: supervised learning and unsupervised
learning. Classification, a commonly applied supervised learning method, assigns unlabeled data to
predefined classes using an accurate model. The multi-class classification process is divided into two
categories: nominal classification and ordinal classification. The nominal classification method assumes
that there is no order between the target attribute's class labels. However, in most real-world scenarios,
the datasets' class labels can have a natural order. For example, the internal pump leakage of hydraulic
systems can be classified as “no leakage”, “weak leakage”, and “severe leakage”. The order among these
class labels is stated as “severe leakage” > “weak leakage” > “no leakage”. To deal with this problem, an
ordinal classification (OC) paradigm was proposed.

In the OC technique, a new sample's ordinal target value is predicted by considering the predefined
classes' ordering relation [26]. The ordinal dataset D ¼ fðxi; yiÞmi¼1 E X x Yg has m items, where X E Rd

and the class labels yi E Y = {C1, C2, …, Ck} having k classes with a linear order relation C1 < C2 < ⋅ ⋅ ⋅ <
Ck. The OC aims to categorize a new sample xi with one of the class labels yi with a ranking structure.

The traditional nominal classification algorithms can be used to solve OC problems by ignoring the
existing inherent order among the class labels. However, this approach causes losing the natural order of
the data that gets more accurate classification performance. To handle this problem, in this study, the
Ordinal Class Classifier (OCC) algorithm [27] that converts the OC problem to multiple binary
classification problems was preferred for predicting the conditions of four hydraulic components (cooler,
valve, internal pump leakage, and hydraulic accumulator). This algorithm converts k different ordinal
class labels C1, C2, …, Ck of the ordinal dataset D to binary values regarding their natural order C1 < C2

< ⋅ ⋅ ⋅ <Ck. According to this approach, first, the C1 classes are labeled as 0, and the classes with higher
ranking order than C1 ðC2; . . . ; CkÞ are labeled as 1. In the next iteration, while the class values that
are higher than C2 ðC3; . . . ; CkÞ are set as 1, the rest of them (C1 and C2) are set as 0. The exact
process is continued to implement until there is no ordered label remains.

The OCC algorithm requires a base learner for predicting the ordinal-valued target attribute. In this
study, MLP, SVM, kNN, C4.5, Bagging, RF, and AdaBoost classification algorithms were preferred as
base learners for the OCC algorithm to classify multiple attributes of the experimental dataset.

� MLP: The MLP is a feedforward artificial neural network algorithm that consists of multiple
interconnected layers of nodes in a weighted directed graph [28]. There are three types of layers in
this algorithm: input layer, output layer, and hidden layer. The sample data is taken from the input
layer, processed in the hidden layers as the computational engine, and then classified with a proper
label by the output layer.

� SVM: In the SVM algorithm, each instance in the dataset is placed as a point in n-dimensional space,
where n is the attribute number [29]. After that, a hyperplane that separates two different classes is
constructed to perform the instances' classification. The key point of this approach's success is
choosing the hyperplane with maximum margin to avoid overfitting and reducing misclassification
results.

� kNN: The kNN classifier is non-parametric and instance-based learning that classifies a new sample
with a majority vote of its k nearest neighbors with specific class labels [30]. To determine k nearest
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neighbors of a new sample, well-known distance metrics in the literature are used, such as Euclidean,
Manhattan, Minkowski, etc.

� C4.5: C4.5 is the most commonly preferred decision tree algorithm that is grown using the depth-first
strategy with the conjunction of rules [31]. The decision tree includes internal nodes, branches, and
leaf nodes representing attributes, attribute values, and classes, respectively. Information gain and
entropy metrics are used for the construction of the decision tree in this algorithm.

� Bagging: Bagging is an ensemble learning technique that generates multiple classification models
from the multiple training sets created by choosing random and repeatable instances from the
original dataset [32]. To classify a new sample using the Bagging method, each model produces an
output, and then, these outputs obtained from each model are aggregated to get the single final
decision.

� RF: The RF, a bagging-based ensemble classifier, creates a forest consisting of multiple decision trees
constructed using a random feature subset selection method [33]. In this approach, the classification
process of a new sample is performed by selecting a majority vote of all trees' predictions in the forest.

� AdaBoost: In the AdaBoost algorithm, the classification models are trained consecutively to convert
weak learners to strong ones [34]. The algorithm increases the misclassified samples' weight values
and decreases the correctly classified ones in each iteration.

2.2 Multi-Dimensional Classification

The traditional classification process, one of the most well-established machine learning paradigms,
assumed that a learning task has only one objective (single-label). However, in real-world classification
problems, there can be several multiple target attributes (multi-dimensional) that need to be classified. For
example, predicting multiple diagnoses of a given patient, text categorization, analysis of nonverbal
expressions in speech, etc. These target attributes can be related, semi-related or unrelated to each other.
The conventional classification algorithms are not coping well with the multi-dimensional decision-
making problems. Therefore, a multi-dimensional classification (MDC) paradigm has emerged as a
solution for this problem.

MDC is a subfield of supervised learning that simultaneously predicts multiple target attributes of a
given single new sample. Let D = fðxi; yiÞmi¼1 E X x Yg be a multi-dimensional dataset with m instances,
where each instance xi = [xi1, xi2, …, xik] is an input vector with k attributes (k ≥ 2) and yi = [yi1, yi2, …,
yin] is a label vector including n dimensions. Each target attribute has d possible class labels, where d ≥ 1.
MDC aims to construct a function f:X→ Y that predicts a single input sample's multiple target values by
optimizing evaluation metrics.

MDC is a particular case of multi-label classification, where each label contains only binary values
representing relevance or not, as opposed to having multiple values. MDC methods are closely related to
multi-label classification approaches. Several multi-label classification algorithms in the literature, which
apply the problem transformation approach, proposed a solution for MDC problems. In the problem
transformation method, multi-dimensional problems are divided into multiple traditional single-label
problems. The problem transformation approach is implemented using two standard methods: binary
relevance and label powerset.

2.2.1 Binary Relevance
Binary relevance, one of the widespread methods of the problem transformation approach, trains several

multi-class classifiers using a one-against-all strategy. In other words, the MDC problem is converted into
multiple multi-class problems. In this study, the traditional BR method (BR) was implemented on the
experimental dataset.
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� BR: The BR algorithm transforms the MDC problem into several well-established multi-class
classification problems [35]. In this method, conventional multiple multi-class classifiers are
trained on the dataset independently for predicting each target attribute value. The BR algorithm is
commonly preferred in MDC problems because of its simplicity and having linear complexity.
However, it is unable to capture the relationships among the target attributes.

The learning system's generalization performance is decreased because of the BR method's ignorance of
the correlations between the target attributes. To overcome this problem, the implementation of the BR
method with chaining structure is proposed. The target attribute information is passed between classifiers
linked in a chain to consider label correlations in the chaining strategy. In this study, the conventional CC
algorithm, its different improved versions such as BCC, MCC, PCC, and CDN were used.

� CC: The CC method links multiple multi-class classifiers along with a chaining order where each
classifier deals with the binary relevance problem [36]. According to this approach, a multi-class
classifier is constructed for each target attribute depending on the predictions of preceding
classification models in the chain.

� BCC: The BCC algorithm implements the CC method using Bayesian networks that present the class
values' dependency relations [37]. It also uses a maximum spanning tree depending on marginal label
dependence to improve the classification performance.

� PCC: The PCC algorithm applies the CC method in the training phase of the multi-dimensional
classification process [38]. However, in the testing phase, it uses Bayes-optimal inference by
discovering all possible chain paths.

� MCC: TheMCCmethod, which is proposed for obtaining a good chain sequence, uses a Monte Carlo
optimization technique to search the space of possible chain sequences [39]. Besides the efficient
inference performance it provides, the MCC algorithm also handles high-dimensional training sets.

� CDN: The CDN algorithms construct a cyclic directed graphical model that gives a non-rational
presentation of correlations between the target attributes [40]. It predicts the input data labels using
a Gibbs sampling inference.

The existing classifier chain algorithms in the literature show accurate classification performances, but
they have scalability limitations on the large volume of datasets when constructing a fully cascaded chain. A
classifier trellis method was proposed as a scalable solution for MDC problems to solve this high
computational bottleneck. This study implements the traditional CT and CDT algorithms.

� CT: The CT algorithm generates a structure in which the target attributes are placed in an ordered
method consistent with simply computable mutual information metrics [41]. The main advantage
of this method is that it scales up to the vast number of target attributes.

� CDT: The CDT is an improved version of the CDN algorithm that uses a cyclic directed graphical
model with a trellis structure instead of a fully connected network [42].

2.2.2 Label Powerset
Label powerset transforms MDC problems into multi-class classification problems by combining all

unique class labels in the training set as a new single label [43]. As a result of this process, each instance
in the training set has only one target attribute with one class label. In this study, the traditional LP, PS,
and RAKEL algorithms were utilized for the MDC problem.

� LP: The LP algorithm converts multi-dimensional data labels to an atomic label representing a
distinct multi-class subset [44]. After that, the conventional multi-class classification algorithms are
applied to this transformed dataset. Therefore, correlations between the target attributes are
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considered in this approach. The main drawback of this method is that it presents high time
complexity in the worst case.

� PS: The PS method prunes infrequently occurring label sets to exploit the most significant
correlations among the multi-dimensional dataset [45]. This approach reduces time complexity and
improves classification accuracy with minimal information loss.

� RAKEL: The RAKEL method iteratively generates a k size ensemble combination of a small random
subset of labels [46]. After that, it aggregated the obtained class outputs from each classifier to get the
final class value.

3 Ordinal Multi-Dimensional Classification (OMDC)

The proposed approach, named Ordinal Multi-Dimensional Classification (OMDC), predicts the
conditions of a hydraulic system's four components (cooler, valve, internal pump leakage, and hydraulic
accumulator) by considering the natural order of class labels. In this approach, well-known MDC
algorithms, which apply binary relevance and label powerset methods, are used for classifying multi-
target attributes of an experimental dataset. Furthermore, the conventional OCC algorithm is applied for
each target attribute's class values that have an inherent order. Finally, four different traditional
classification algorithms (MLP, SVM, kNN, and C.5) and three different ensemble-based classification
algorithms (Bagging, RF, and AdaBoost) are preferred as base learners for the OCC algorithm in this study.

Definition (OMDC). The OMDC aims to construct a classification model to predict multiple target
attributes of a dataset without losing inherent order between the class values.

Let D = fðxi; yiÞmi¼1 E X x Yg be a multi-dimensional ordinal dataset with m instances, where each
instance xi = [xi1, xi2, …, xid] is an input vector with d attributes (d ≥ 2) and yi = [yi1, yi2, …, yin] is a label
vector including n dimensions. Each target attribute yin = {C1, C2, …, Ck} has k possible class labels,
where k ≥ 1, with a linear order relation C1, <C2 < ⋅ ⋅ ⋅ <Ck. The purpose of ordinal decomposition is to
convert the original ordinal classification problem involving k classes into k − 1 binary classification
problems in order to encode the ordering information included within the class labels. For the ith binary
problem, the label yjn is substituted by yjn ¼ 0; 8yjn � Ci, and yjn ¼ 1; 8yjn.Ci. The OMDC approach
intend to construct a function f:X→ Y that correctly estimates a new sample's multiple target values with
a high accuracy.

In this method, the multi-dimensional classification problem is transformed into the conventional multi-
class classification problem using binary relevance and label powerset methods. In the binary relevance
method, each target attribute value of the dataset is estimated by conventional multi-class classifiers
independently. The label powerset method combines all class values of the multiple target attributes in the
multi-dimensional dataset as a new single label. To implement these methods, BR, CC, BCC, PCC,
MCC, CDN, CT, CDT, LP, PS, and RAKEL algorithms are preferred in this approach.

After the problem transformation phase, the OCC algorithm is applied to convert ordinal multiple-class
values to binary datasets by considering the order relationship among the labels. To give a clear example,
consider the hydraulic system's condition dataset used in this study. It includes the measured process
values of a hydraulic test rig with its condition properties (cooler, valve, internal pump leakage, and
hydraulic accumulator) that will be predicted. The values of four different target attributes of this dataset
have an inherent order. For example, the cooler condition attribute has three values with a linear order
relation “full efficiency” > “reduced efficiency” > “close to total failure”. First, “close to total failure”
class values are labeled as 0, and the rest are set as 1. In the next iteration, “full efficiency” class value,
which has higher ranking order than “reduced efficiency” and “close to total failure”, is set as 1, and the
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others (“reduced efficiency” and “close to total failure”) are labeled as 0. Then, the same processes are
implemented on all class labels of each target attributes in the dataset.

In this OMDC method, seven different classification algorithms (MLP, CVM, kNN, C.5, Bagging, RF,
and AdaBoost) are used as base learners for the OCC algorithm. Let Mi indicates the model created for the ith

binary problem for i = 1, 2,…, m − 1. Given an instance x, the class label obtained from Mi(x) is regarded as
an estimation of the probability P(L > Ci|x), where L is the class label associated with x. In this algorithm, the
probabilities for each k class of each n target attributes in the dataset are computed as follows:

PðC1j x Þ ¼ 1� P ðL.C1j xÞ
PðCjj x Þ ¼ PðL.Cj�1jxÞ � P ðL.Cjj xÞ (1)

PðCkj x Þ ¼ PðL.Ck�1jxÞ
where j = {2, 3, …, k}.

The probabilities for the first and final classes are predicted using a single model. The probability that an
example belongs to the first class PðC1jxÞ is equal to 1� P ðL.C1j xÞ, since we will evaluate just the first
model that discriminates between c1 and the remainder. In a similar way, the probability of PðCkj x Þ is
determined using the one-vs.-followers approach from P(L > Ck−1|x). The probability is dependent on a
pair of models for intermediate classes 1 < j < k, because the ordinal structure of a middle class Cj may be
expressed by two indicators: higher than its preceding class (P(L > Cj−1|x)) and itself (P ðL.Cjj xÞ).

The general overview of the proposed OMDC approach is given in Fig. 1. In the first step (data
acquisition), various measured process values from multiple sensors (pressure, motor power, volume
flows, temperature, vibration, cooling efficiency, and efficiency factor) and the conditions of the hydraulic
system (cooler, valve, internal pump leakage, and hydraulic accumulator) are obtained from a hydraulic
test rig. In the training step, first, the problem transformation process is applied to the raw experimental
dataset. In this phase, binary relevance (BR, CC, BCC, PCC, MCC, CDN, CT, and CDT) and label
powerset algorithms (LP, PS, and RAKEL) are applied for converting MDC problem into a multi-class
classification problem. Then, the OCC algorithm is selected as a base learner for each binary relevance
and label powerset algorithm using MLP, SVM, kNN, C4.5, Bagging, RF, and AdaBoost algorithms.
Thus, the classification process is performed by preserving the inherent order between the class values. In
the next step, each model's performance of the hydraulic test rig's condition estimations is evaluated using
the n-fold cross-validation technique selecting n as 10. In the prediction step, a new sample's conditions
are predicted using the OMDC approach. Finally, Hamming Score, Exact Match, Hamming Loss, and
ZeroOne Loss results of each OMDC model are presented in the last step.

Algorithm 1 presents the pseudocode of the proposed OMDC approach. First, the base learner of the
OCC algorithm is selected from seven different classification algorithms. Then, the multi-dimensional
dataset D = fðxi; yiÞmi¼1 E X x Yg is transformed into a multi-class dataset using a problem
transformation method ptt (binary relevance or label powerset). Multiple multi-class classifiers are
generated for classifying each target attribute if binary relevance is selected as a problem transformation
method. Then, a new sample's target attributes are predicted with a binary relevance algorithm using the
OCC as a base learner. As a second alternative, if the label powerset method is chosen, new single labels
are constructed for each instance from each combination of all unique class labels. In this method, a new
sample X* is classified with a label powerset algorithm that uses the OCC as a base learner.

CSSE, 2023, vol.44, no.2 1505



Algorithm 1: The pseudocode of the proposed OMDC approach

Algorithm OMDC: Ordinal Multi-Dimensional Classification

Inputs:

D: the ordinal multi-dimensional dataset D = fðxi; yiÞmi¼1 E X x Yg
xi: an instance xi = [xi1, xi2, …, xid] is an input vector with d attributes in the dataset D

yi: the class labels yi = [yi1, yi2,…, yin] is a label vector with n dimension in the dataset D, where each yin =
{C1, C2, …, Ck} is the set of possible class values with a linear order relation C1<C2<C3 <⋅ ⋅ ⋅< Ck.

m: the number of instances in the dataset D

ptt: the problem transformation type (binary relevance and label powerset)

B: a base classification algorithm

X*: a new sample that will be predicted

Output:

Y: predicted class vector

Figure 1: The general overview of the proposed OMDC approach

(Continued)
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Begin:

OrdinalClassClassifier.BaseAlgorithm = B

if (ptt = Binary Relevance)

//Training phase

for i = 1 to n do

D1i = {}

for j = 1 to m do
D1i = D1i U (xj, yji)

end for

Classifieri = OrdinalClassClassifier (D1i)

end for

//Classification phase

Y = {}

for i = 1 to n do

Y = Y U Classifieri ( X*)

end for

return Y

if (ptt = Label Powerset)

//Training phase

D2 = {}

for i = 1 to m do

for j = 1 to n do

yi = yi U yij

end for

D2 = D2 U (xi, yi)

end for

Classifier = OrdinalClassClassifier (D2)

//Classification

Y = {}

for i = 1 to n do

Y = Y U Classifier (X*)

end for

return Y

End Algorithm

Algorithm 1: (continued)
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4 Experimental Study

In the experimental studies, the proposed OMDC approach was implemented on a real-world hydraulic
system's condition dataset to demonstrate its classification performance. The proposed application was
developed using the MEKA open-source multi-label classification framework based on the WEKA library
[47] in the Java programming language. In this approach, eleven different MDC algorithms were
implemented on the experimental dataset using the OCC. Furthermore, seven different classification
algorithms were chosen as base learners for the OCC algorithm independently. The k value of the
kNN algorithm was set as 3. Also, the number of iteration parameter values of AdaBoost and Bagging
algorithms were selected as 100. The implemented OMDC models with different MDC algorithms were
compared to each other using the n-fold cross-validation technique selecting n as 10. The classification
performances of each model were evaluated using Hamming Score, Exact Match, Hamming Loss, and
ZeroOne Loss metrics.

� Hamming Score: It evaluates the average across the ratio of the correctly classified labels to the total
number of labels.

� Exact Match: It gives the percentage of instances with all labels correctly classified.
� Hamming Loss: It presents the ratio of incorrectly classified labels to the total number of labels.

� ZeroOne Loss: It gives the ratio of instances whose actual value is not equal to the predicted value.

These evaluation metrics (Hamming Score, Exact Match, Hamming Loss, and ZeroOne Loss) are
evaluated as shown in Eqs. (2)–(5), respectively.

Hamming Score ¼ 1

jN j
XjN j

i¼1

jyi \p
i j

jyi [p
i j

(2)

Exact Match ¼ 1

jN j
XjN j

i¼1

Iðyi ¼ piÞ (3)

Hamming Loss ¼ 1

jN jjLj
XjN j

i¼1

XjLj

j¼1

Iðyij 6¼ pijÞ (4)

ZeroOne Loss ¼ 1

jN j
XjN j

i¼1

Iðyi 6¼ piÞ (5)

where I refers indicator function, p is predicted value, y represents actual value, |N| is the number of instances,
and |L| is the number of target attributes.

4.1 Dataset Description

This paper introduces a new concept called OMDC and demonstrates its efficiency on a real-world
hydraulic system's condition dataset [48]. It is constructed by a hydraulic test rig's measured process
values from multiple sensors (pressure, motor power, volume flows, temperature, vibration, cooling
efficiency, and efficiency factor) and the conditions (cooler, valve, internal pump leakage, and hydraulic
accumulator). It consists of 2205 instances with seventeen input and four target attributes. Tabs. 1 and 2
present the basic characteristics of the experimental dataset's input and target attributes, respectively.

1508 CSSE, 2023, vol.44, no.2



Table 1: The characteristics of numerical-valued input attributes

Input attributes Unit Sampling rate Min. value Max. value

PS1 pressure bar 100 Hz 155.392 180.923

PS2 pressure bar 100 Hz 104.406 131.589

PS3 pressure bar 100 Hz 0.84 2.023

PS4 pressure bar 100 Hz 0 10.207

PS5 pressure bar 100 Hz 8.366 9.979

PS6 pressure bar 100 Hz 8.322 9.857

EPS1 motor power w 100 Hz 2361.747 2740.641

FS1 volume flow I/min 10 Hz 2.019 6.723

FS2 volume flow I/min 10 Hz 8.858 10.403

TS1 temperature °C 1 Hz 35.314 57.899

TS2 temperature °C 1 Hz 40.859 61.958

TS3 temperature °C 1 Hz 38.246 59.423

TS4 temperature °C 1 Hz 30.391 53.06

VS1 vibration mm/s 1 Hz 0.524 0.839

CE cooling efficiency % 1 Hz 17.556 47.904

CP cooling power kW 1 Hz 1.062 2.84

SE efficiency factor % 1 Hz 18.277 60.755

Table 2: The characteristics of ordinal-valued target attributes

Target attributes Labels

Cooler Close to total failure

Reduced efficiency

Full efficiency

Valve Optimal switching behavior

Small lag

Severe lag

Close to total failure

Internal pump leakage No leakage

Weak leakage

Severe leakage

Hydraulic accumulator Optimal pressure

Slightly reduced pressure

Severely reduced pressure

Close to total failure
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The proposed OMDC is a general approach that can be applied to any field using any experimental
dataset. Although the used dataset in this study is publicly available, the OMDC methodology can also be
applied to private datasets by safeguarding them using some coverless information hiding techniques [49,50].

4.2 Results

In the experiments of this study, the proposed OMDC approach was executed on the hydraulic system's
condition dataset to demonstrate its high accurate classification performance. The MDC algorithms were
applied in the OMDC approach using the OCC algorithm with seven different classification algorithms as
a base learner. The generated MDC models were compared with each other in terms of some evaluation
metrics (Hamming Score, Exact Match, Hamming Loss, and ZeroOne Loss).

Tabs. 3 and 4 represent the Hamming Score and Exact Match results of the implemented OMDC models
using the traditional and ensemble-based classification algorithms as base learners on the experimental
dataset, respectively. The Hamming Score and Exact Match metrics give a degree ranging from 0 to 1 to
present the success of the proposed algorithm. The fact that these values are close to 1 indicates that the
model offers a classification ability with high accuracy. Furthermore, the evaluated Hamming Loss and
ZeroOne Loss results of the same OMDC models are presented in Tabs. 5 and 6. Unlike Hamming Score
and Exact Match, there is an inverse ratio between the classification ability of the model, and the
Hamming Loss and ZeroOne Loss values. It means that the classification models having lower Hamming
Loss and ZeroOne Loss values provide higher prediction performances than the others. According to the
results obtained from these tables, it is clearly seen that OMDC.PCC model using AdaBoost algorithm as
a base learner presents the highest Hamming Score and Exact Match values among the other OMDC
models with 0.989 and 0.959, respectively. Also, it is observed that OMDC.CC, OMDC.BCC, OMDC.
MCC, OMDC.CDN, and OMDC.CT algorithms using AdaBoost and RF base learners reached high
classification abilities quite close to Hamming Score and Exact Match values of OMDC.PCC.
Furthermore, when the obtained results are considered in general, it is possible to say that the OMDC
models with binary relevance algorithms are more successful than the label powerset algorithms for
predicting the hydraulic system's multiple conditions.

Table 3: Hamming score results of the OMDC models

Traditional algorithms Ensemble-based algorithms

MLP SVM kNN C.5 Bagging RF AdaBoost

Binary relevance OMDC.BR 0.612 0.56 0.633 0.629 0.636 0.639 0.639

OMDC.CC 0.866 0.707 0.947 0.961 0.979 0.987 0.988

OMDC.BCC 0.872 0.674 0.951 0.959 0.979 0.987 0.988

OMDC.PCC 0.877 0.709 0.948 0.961 0.979 0.988 0.989

OMDC.MCC 0.877 0.709 0.948 0.96 0.979 0.988 0.988

OMDC.CDN 0.815 0.703 0.877 0.953 0.948 0.942 0.988

OMDC.CT 0.877 0.683 0.949 0.96 0.979 0.987 0.988

OMDC.CDT 0.81 0.702 0.885 0.953 0.948 0.944 0.986

Label powerset OMDC.LP 0.588 0.46 0.625 0.616 0.631 0.636 0.634

OMDC.PS 0.587 0.46 0.624 0.616 0.631 0.636 0.633

OMDC.RAKEL 0.587 0.46 0.624 0.616 0.631 0.636 0.633
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The average of the Hamming score values obtained by each OMDC model using seven different
classification algorithms was evaluated, and the results are illustrated in the graph given in Fig. 2. The
comparative results in this graph state that the OMDC.PCC model achieved the best hydraulic
components' condition prediction performance with an average Hamming Score of 0.922. It can also be
concluded that the OMDC models using binary relevance algorithms, except BR, outperform the label
powerset algorithms. Thus, it can be said that the OMDC models using binary relevance algorithms can
successfully predict the conditions of a hydraulic system's four components by considering the natural
order of class labels.

Table 4: Exact match results of the OMDC models

Traditional algorithms Ensemble-based algorithms

MLP SVM kNN C.5 Bagging RF AdaBoost

Binary relevance OMDC.BR 0.155 0.12 0.174 0.171 0.179 0.181 0.181

OMDC.CC 0.565 0.326 0.83 0.858 0.927 0.957 0.958

OMDC.BCC 0.558 0.24 0.832 0.853 0.927 0.956 0.958

OMDC.PCC 0.591 0.331 0.833 0.86 0.927 0.959 0.959

OMDC.MCC 0.59 0.331 0.832 0.858 0.927 0.959 0.958

OMDC.CDN 0.418 0.323 0.671 0.834 0.81 0.787 0.957

OMDC.CT 0.579 0.257 0.832 0.856 0.927 0.957 0.956

OMDC.CDT 0.41 0.319 0.679 0.836 0.81 0.794 0.953

Label powerset OMDC.LP 0.138 0.036 0.172 0.167 0.172 0.178 0.178

OMDC.PS 0.137 0.036 0.171 0.167 0.172 0.178 0.177

OMDC.RAKEL 0.137 0.036 0.171 0.167 0.172 0.178 0.177

Table 5: Hamming loss results of the OMDC models

Traditional algorithms Ensemble-based algorithms

MLP SVM kNN C.5 Bagging RF AdaBoost

Binary relevance OMDC.BR 0.388 0.44 0.367 0.371 0.364 0.361 0.361

OMDC.CC 0.134 0.293 0.053 0.039 0.021 0.013 0.012

OMDC.BCC 0.128 0.326 0.049 0.041 0.021 0.013 0.012

OMDC.PCC 0.123 0.291 0.052 0.039 0.021 0.012 0.011

OMDC.MCC 0.123 0.291 0.052 0.04 0.021 0.012 0.012

OMDC.CDN 0.185 0.297 0.123 0.047 0.052 0.058 0.012

OMDC.CT 0.123 0.317 0.051 0.04 0.021 0.013 0.012

OMDC.CDT 0.19 0.298 0.115 0.047 0.052 0.056 0.014

Label powerset OMDC.LP 0.412 0.54 0.375 0.384 0.369 0.364 0.366

OMDC.PS 0.413 0.54 0.376 0.384 0.369 0.364 0.367

OMDC.RAKEL 0.413 0.54 0.376 0.384 0.369 0.364 0.367
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In addition to these results, the Hamming loss values of seven different base learners of the OMDC
models were presented in Fig. 3. This graph demonstrates that the SVM algorithm presents the worst
performance among the other base learners in each OMDC model with the high Hamming loss values. It
is also understood from this figure that the AdaBoost algorithm has the lowest Hamming loss value, so
this means that the AdaBoost outperforms the other base learners for each OMDC model. This is because
of the fact that the AdaBoost is an ensemble learning algorithm and ensemble learners succeed more than
traditional individual learners.

Finally, the average Hamming score values of the OMDC models using traditional and ensemble-based
classification algorithms were calculated to show the effect of these algorithms on the prediction
performances. The obtained values are presented in Fig. 4. When the results are considered in general, it

Table 6: ZeroOne loss results of the OMDC models

Traditional algorithms Ensemble-based algorithms

MLP SVM kNN C.5 Bagging RF AdaBoost

Binary relevance OMDC.BR 0.845 0.88 0.826 0.829 0.821 0.819 0.819

OMDC.CC 0.435 0.674 0.17 0.142 0.073 0.043 0.042

OMDC.BCC 0.442 0.76 0.168 0.147 0.073 0.044 0.042

OMDC.PCC 0.409 0.669 0.167 0.14 0.073 0.041 0.041

OMDC.MCC 0.41 0.669 0.168 0.142 0.073 0.041 0.042

OMDC.CDN 0.582 0.677 0.329 0.166 0.19 0.213 0.043

OMDC.CT 0.421 0.743 0.168 0.144 0.073 0.043 0.044

OMDC.CDT 0.59 0.681 0.321 0.164 0.19 0.206 0.047

Label powerset OMDC.LP 0.862 0.964 0.828 0.833 0.828 0.822 0.822

OMDC.PS 0.863 0.964 0.829 0.833 0.828 0.822 0.823

OMDC.RAKEL 0.863 0.964 0.829 0.833 0.828 0.822 0.823

Figure 2: The average hamming score values of OMDC models
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is seen that the OMDC models that apply ensemble-based classification algorithms give more reliable
prediction performances than the others that use traditional algorithms as base learners.

5 Conclusion

PdM plays a vital role in maximizing productivity, product quality, and production agility of the
manufacturing ecosystem. In recent years, machine learning methods have been preferred as an effective
predictive method for maintaining industrial environments. The existing machine learning-based PdM
studies ignore the inherent order relation between the target attribute values of the historical sensor data.
To bridge the gap, this paper proposes an OMDC approach to predict the conditions of a hydraulic
system's four components by combining MDC and OC paradigms to improve prediction performance. In
the experiments, the OMDC approach was executed on a real-world dataset using the eleven different
MDC algorithms with seven different base learners. The generated OMDC approaches were compared in
terms of performance metrics. The results show that OMDC.PCC model using AdaBoost algorithm as a
base learner provides the highest Hamming Score (0.989) and Exact Match (0.959) values among the

Figure 3: The average hamming loss values of base learners of the OMDC models

Figure 4: The average hamming score values of OMDC models using traditional and ensemble-based
classification algorithms
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other OMDC models. Also, it is clearly seen from the experimental results that the OMDC models using
binary relevance algorithms present more accurate prediction performance than the others. Furthermore,
the results indicate that the OMDC models that apply ensemble-based classification algorithms have
higher prediction performances with an average Hamming score of 0.853 than those that use traditional
algorithms as base learners. As a future study, the OMDC approach can be implemented using adaptive
MDC algorithms on the same hydraulic system's condition dataset. In addition, a novel ordinal clustering
method can be developed for clustering ordinal sensor data with the purpose of predictive maintenance.
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