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Abstract: In forecasting real time environmental factors, large data is needed to
analyse the pattern behind the data values. Air pollution is a major threat towards
developing countries and it is proliferating every year. Many methods in time ser-
ies prediction and deep learning models to estimate the severity of air pollution.
Each independent variable contributing towards pollution is necessary to analyse
the trend behind the air pollution in that particular locality. This approach selects
multivariate time series and coalesce a real time updatable autoregressive model
to forecast Particulate matter (PM) PM2.5. To perform experimental analysis the
data from the Central Pollution Control Board (CPCB) is used. Prediction is car-
ried out for Chennai with seven locations and estimated PM’s using the weighted
ensemble method. Proposed method for air pollution prediction unveiled effective
and moored performance in long term prediction. Dynamic budge with high
weighted k-models are used simultaneously and devising an ensemble helps to
achieve stable forecasting. Computational time of ensemble decreases with paral-
lel processing in each sub model. Weighted ensemble model shows high perfor-
mance in long term prediction when compared to the traditional time series
models like Vector Auto-Regression (VAR), Autoregressive Integrated with Mov-
ing Average (ARIMA), Autoregressive Moving Average with Extended terms
(ARMEX). Evaluation metrics like Root Mean Square Error (RMSE), Mean
Absolute Error (MAE) and the time to achieve the time series are compared.

Keywords: Dynamic transfer; ensemble model; air pollution; time series analysis;
multivariate analysis

1 Introduction

Air pollution is a serious threat globally drawing above 8 million lives every year [1]. Recent study states
the effects of air pollution on human health, increasing breathing diseases like asthma & bronchitis [2].
Developing countries like India are establishing the state of Particulate Matter with before and after
covid-19 to built new strategies and environmental standards [3]. Among many air pollutants particulate
matter plays an important role in estimating overall air quality. PM is fine solid particles drooping in air
with size in micrometers. PM2.5 is analysed in this proposed method, PM’s is less in quantity in air when
compared to the other major pollutants but its impact in human health is adverse. In developed countries
like America, long term exposure to PM leads to many endemic problems [4]. European association of
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cardiovascular prevention and rehabilitation analyse the short term and long term mortality with exposure to
PM [5]. It is necessary to forecast the adversity of the PM in India to build a new control measure and strategy
to protect the environment.

Time series analysis helps in analysing the huge data to find the trend or seasonality behind it. Real time
data analysis plays a vital role in creating human intelligence [6]. Various extended models such as VAR,
Vector Auto-Regressive Moving Average (VARMA) have been extensively used in multivariate time
series analysis for PM2.5 [7]. VAR incorporated in the error correction mechanism will explorate the long
term prediction on multivariate time series data [8].

VARMA is widely used in finance and VAR is used for direct multi-step estimation in stationary and
non-stationary processes [9]. Major drawback of VAR is the large number of parameters needed to
estimate the model [10]. Recently fuzzy time series prediction models perform great in multivariate
problems which handle multiple variables in a heuristic approach to increase the prediction result [11].
The combination of a fuzzy set with the neural network will provide better results in the high-voluminous
time series data [12]. Some of the research work adores the fuzzy based time series to forecast the future
with the historical data [13]. VARMA tends to be slow when we use unlabelled and realtime complicated
data. Moreover the real-time application data is always tedious and large in nature which means the
model takes more features which adds computational overhead [14]. Many models in literature deal with
multivariate time series data, still forecasting a certain dependent variable has limitations.

2 Proposed Method

The proposed method follows the combination of many time series models to make it more accurate in
forecasting the pollution particles. Some of the methods involve correlating two or more forecasting
techniques which yields a high end ensemble model with greater accuracy [15]. However, These
ensemble methods for real-time forecasting has a limitation of increasing complexity when the number of
models rises. Analogously forecasting algorithms with neural networks for multivariate time series data
will take long training time and is computationally complex [16]. Recent works for real time prediction
are now with ELMK (Extreme Learning Machine with Kernels) a novel approach combining multiple
ELM (Extreme Learning Machine) which provide better accuracy with lesser order of magnitude [17]. It
is evident that the real time forecasting on non-stationary time series provides improved performance by
applying a fixed memory based prediction algorithm which eliminates the data from the past [18].
ARIMA models consider only one variable PM2.5 concentration without any external factors affecting it
[19]. A new approach with Autoregressive moving average with exogenous input (ARMAX) is proposed
to predict PM2.5 in account of weather parameters [20]. There are few online prediction models which
help to predict the data instantly by applying versions of Newton and gradient descent algorithms,
sometimes these algorithms can be given as a loss function to the ARMA model. Although many
approaches are present in literature a new multivariate forecasting model is needed, the real-time
univariate one is hard to collect many features. The Proposed state of art is given in Fig. 1.

In this method multivariate sampled active transfer for stable real-time prediction is proposed with few
lag towards the trend unlined with the datapoint. Time series analysis using a transfer model is formed from
lagged regression where input variable X(t) affects the auto regression of the resultant variable ϒt. There are
various methods to find the relationship between the input and the resultant variables. It is difficult to find the
detriment of the lagged variable with respect to the uncertainty behind the input variables [21]. It is too
empirical to find the lag between the input and output variable using cross correlation. Although some
solutions are proposed with Monte Carlo based analysis to solve the lag between input and output
variables [22]. An ensemble model incorporates various features from environment parameters from
various locations and scales to the maximum benefit that we can get out of the model [23]. Fuzzy rules
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based granular time series along with support vector machine (SVM) is used to predict the concentration
of PM2.5, still there is instability in predicting the concentration without considering the influencing
pollutant [24].

Novel dynamic fetch approach selects various input variables from each lagged regression and creates a
diverse active fetch model. Based on the selected input variables estimates the time series auto regressive
analysis of output variables. It builds an initial ensemble model with instant training data and then
forecast response variables by updating the basic model. Since there are many dynamic models that can
create a diverse combination of variables with aggressive orders and different orders, the best model can
be selected from the set of basic orders in an ensemble way. Weights of the base model updated
consistently to make the model periodically reflect the unpredictable internal errors that are quite possible
in air pollution prediction. Moreover the effects of memory are reduced, since the use of lagged
information and immediate updating does not require much memory. It is blatant that the significant
performance improvement in the proposed forecasting method by using ensemble active fetch of
multivariate time series with high forecasting accuracy by correcting predict failures.

3 Multivariate Time Series Analysis

Classical TSA is used to analyse the trend or pattern behind the occurrence of the event. The Auto
Regressive Integrated Moving Average (ARIMA) model is predominantly used to plot the X(t) with
respect to time in the order p, d and q.

ARIMAðp; d; qÞ ¼ ð1�
Xp

i¼1

aiBiÞ ð1� BÞdxt ¼ ð1þ
Xq

i¼1

jiBÞ at (1)

at is zero mean white noise at time t.

B is the shift backward operator.

ARMA is a sub-model of ARIMAwhere the difference d is assumed to be zero. ARMAworks well for
weak stationary stochastic processes with autoregressive moving averages. The difference order is zero, the
polynomial of the moving average is invertible. The model may denote an infinite autoregressive moving
average which is given in Eq. (2).

Figure 1: Ensemble model of multivariate time series forecasting of PM2.5
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xt ¼
X1

i¼1

ða0ixt�1 þ atÞ (2)

Delay b with noise nt the resultant variable would be Y(t)

yt ¼ dðBÞ�1x1ðBÞx1;t�b1 þ . . .þ dðBÞ�1xmðBÞxm;t�bt þ n0t; (3)

The transfer functions with multiple input reflecting nonlinearity between the variables given in ARMA
and the resultant variable, identifying these nonlinearity is trivial. The proposed dynamic transfer model
integrates multiple algorithms to improve performance and make one ensemble forecasting model. The
key component of the ensemble model is to have multiple random algorithms including diversity so
numerically overfitting of the algorithm can be avoided. Bootstrap aggregating is overly adopted by
choosing the subset of the training dataset, an Ensemble model can classify it from the basic algorithm
denoted by f. It is usually associated with weights w, weight wi is often computed according to the
performance of each f.

f̂ ¼ x1 f̂1 þ x2 f̂2 þ . . .þ xBf̂B (4)

The proposed method encompasses two components one is transfer and another one is Dynamic
ensemble model. Active fetching of models help to identify the common characters and the similarities
between existing models. Whereas the integration of these models will be in dynamic nature to make
reliable and accurate predictions for multivariate time series. Similar approach have been prosed with
active transfer model [25].

4 Dynamic Transfer of Basic Time Series Model

Dynamic learning models use multivariate time series to come out with models that have accurate and
stable performance. We take values initially with a fixed number of post observations and another one
without a fixed number of post observations. Updating these models with respect to the weights
associated to that model happens on an instant basis. The active fetch model combines dynamic lag in
regression as the transfer function allows the model to adapt the parameter in instant fashion, considered
it as a single time series with a multivariate response.

Order of p is the difference order d and the selector of the model is given by In x 1. Conditionally the d ≤ p
model tries to determine the effect on the input signal to the response signalϒt in a dynamic method. It captures
several inputs using the selector I. Each model can have its effect of input variable X aligned with the gradual
lag in its regression. ϒt modelled in infinite number of difference order with respect to Xt for a particular input
signal which is exponentially festering the model, can be dependent variable ϒt is given in Eq. (5).

�t ��t�1 ¼ b0 þ b1�t�1 þ b2�t�2 þ a1x1;t þ a2x2;t þ . . .þ Et (5)

The Active fetch model explores the similarity between the input variable with Auto Regressive Moving
Average External terms (ARMEX). ARMEX is an exemplary model which takes the difference between the
two basic models. The proposed method considers the input variable to be stochastic to the dependent
variable and it will be the response of the second basic model which is selected by selectors I. This
approach enables the model to generate several meaningful insights and later aggregate these models to
frame an ensemble one.

Ensemble model has certain computational challenges which try to figure out the relationship between
the input signal and the resultant variable ϒt at all points of time T. Stochastic processes try to explain the ϒt

using the input variable at a certain fixed time using their predict failure to check the model to be enclosed in
ensemble approach with particular difference order d. Further aim is to reduce the lag between the input
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variable and output variable with respect to the pattern aligned originally behind it. Several strategies such as
empirical analysis of autocorrelation, numerical search of the lowest standard deviation and theoretical
verification of stationarity is adopted. Target model is to fix the value of p, d and I to be in optimal
manner and it is nontrivial, but challenging part is the empirical analysis of autocorrelation numerical
search among the lowest standard deviation and its theoretical verification, to overcome this challenge
that the difference of order is choosen from 1 to D. Different strategy can also be applicable for the value
of π from which I can derive models to make the ensemble model by estimating least lack regression.

The proposed approach represents the prediction signal by available least lag models after the current
time T predicting the T++. This procedure is commonly observed when we take random input from an
axillary model [26]. We have N + 1 step of prediction using the N observation until the time T.

5 Aggregating Models to Derive Ensemble Forecasting Model with Dynamic Transfer

For accurate and reliable instant prediction using multivariate time series an ensemble model helps to
create numerous active transfer models from the basic lag between the input and output. The selection of
the model to be made in a way that the fixed amount of past data or the records of least squares to become
in a consecutive manner so that the model can be built using the trained observation. With this top k
models to make the input variable with minimum prediction error aligned to the output variable. Generate a
prediction model from the repeated training to reduce the d which helps to stop the huge predict failures.

The ensemble model needs h-step prediction models to test before reaching the optimised active transfer,
Particularly it considers the model with the least auto regressive order of p and the difference order ranges
from 1 to D. It generates large number of models {Y(t)}ⁿ with pⁿ, qⁿ and Iⁿ as q should not greater than n, this
makes the model computationally feasible. Ensemble model apply a weighting technique based on the
prediction error, As {Y(t)}ⁿ is the model with weight wⁿ, while training the model it is normalised and
given by Eq. (6).

x‘ ¼ 1
PT�h

t¼T�Gþ1�h ð�t � €�‘
tþhjtÞ

2 (6)

In particular, we need to build the appropriate model with respect to the past observation. The parameter
G is the number of past performance observations. Assuming the weight is inversely proportional to the sum
of the squared error, larger wⁿ makes the model better. We choose top K models to make the ensemble model
as given in Eq. (7).

€�t ¼ x1
€�
ð1Þ
t þx2

€�
ð2Þ
t þ . . .þ xK

€�
ðKÞ
t (7)

The prediction of the each input variable Xn with respective autoregressive order from 1 to Pⁿ, the
difference order from 1 to Dⁿ, which yields K feasible model. The h-step prediction is observed based on
that instant time T will give the coefficients, We have two options in updating the ensemble model one
with fixing a number past observation and another one with recursive least squares to update the
coefficients. With one fixed number of past observation, models help to calculate the coefficient and store
them in the instant data with its fixed memory size. Next one update the recursive least square by storing
them in the memory update the performance weight wⁿ to get the most recent best k-models.

6 Experiment Results and Discussion

For validating the Ensemble model, Chennai is taken. Chennai is a multiphase city with a large number
of industries and it has a population of 7 Million. Manali, Kodungaiyur, Royapuram, Arumbakkam, Alandur,
Velachery and Perungudi are the seven locations taken with a 24 hr sample of PM2.5 from CPCB. Data from
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2015 to 2018 analysed and used for training, 2019 its is used for testing and 2020 is used for validating the
model. Root Mean Square Error (RSME) and Mean Absolute Error (MAE) values are evaluated for different
time bounds. To contemplate the performance evaluation of the long term forecasting five sets of timestamp t
+ 1, t + 2, t + 4, t + 6, t + 12 were taken. Three traditional models were taken and compared with the proposed
system VAR, ARIMA, ARMEX. For ARIMAmodel P = 8, difference order d = 4, P’ = 6 with K = 50 and the
maximum models that can be built is limited to 100. I selectors may select 8 best base models to cumulate it
into an ensemble one.

The time takes to compute the models and the RMSE is analysed and plotted for the five timestamps.
The seven loactions around chennai is tabulated in Tab. 1 along with its data spread. In python
statsmodel package VAR is extracted and found that t + 1 time bound VAR performed better.

Traditional ARIMA model is usually adopted to achieve good forecasting in random input. Whereas the
Seasonal ARIMA (SARIMA) is used in some locations where the yearly pollution has certain seasonality

Table 1: Description of dataset with statistical results pertaining to the location taken for this study

Location Maximum
μg/m3

Minimum
μg/m3

Mean Standard deviation Max difference
between 24 h

Manali 139 1.33 49.8 34.41 121.3

Kodungaiyur 409 4.04 231.8 100.2 298

Royapuram 64 2.68 43.9 15.23 56.2

Arumbakkam 134 6.93 59 32.11 102.9

Alandur 999 0.87 342.5 240.98 690

Velachery 583 6.78 189.8 148 489

Perungudi 89 2 33.5 23.5 71.2
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behind. This seasonality is verified by the dicky-fuller test. Ensemble model built eight independent time series
x1, x2, x3,…x8 form an ARIMA model with Autoregressive coefficients ranges between −1 to 1. A preset
range is selected within the predictable difference order D with its linear combination with respect to the
input variable x(t). We have samples of 6000 to 8000 numbers for training and the ensemble method
predicts the concentration of PM2.5 & PM10. The missing values of the data were replaced by the local
mean with respect to ±6 days. Each reference model is taken with a h-step of training so the error in lag
prediction may be eradicated. Prediction is carried out for the next 12 days with different timestamps and it
is clear that the ensemble model provides better performance for long-term time series forecasting t + 6, t +
12 whereas even the short-term forecasting t + 1, t + 3 ensemble model with varying weights provide stable
forecasting performance for longer duration. ARIMA provide s the lowest error in short term forecasting.
The weighted Ensemble model provides lower error rate for long term prediction.

It is evident that the deviation of the predicted value and the actual value is really close in forecasting
PM2.5 using the weighted ensemble model. A model in forecasting is evaluated with reasonable time and
efficiency by its accuracy with lag of 1 or 2 s the proposed ensemble model stable and deterministic
performance when compared to VAR, ARIMA & ARMEX. The consistency of the ensemble approach
increases if the prediction is long term. RSME is twice lower than the traditional methods which proves the
strength of the dynamic ensemble model. It is clear that the prediction goes with least error when the
predicted forecast is long term in case of the ensemble model. Most of the cases the Ensemble method gives
the least RMSE. The MAE value of the proposed method is compared with other models tabulated in Tab. 2.
The RMSE values for the proposed method along with traditional methods for all the seven locations is
plotted in Fig. 2. From MAE and RMSE values, the proposed Ensemble method provides least value when
compared to other methods. Observation period given with this study is three years and testing the model with
2019 prediction takes place for the year 2020. The proposed ensemble model is capable of understanding the
temporal dependency of their historical value. The time-series model is trained for 24 hr data to get the next
timestamp target t++. In general the production hour increases there is a drop in efficiency of the forecasting.
But in controvert the proposed model gives better prediction accuracy in higher timestamped targets.

Table 2: MAE values for the selected location

Location Models T + 1 T + 2 T + 4 T + 6 T + 12

Manali VAR 3.2312 3.5432 3.4543 3.8943 3.983

ARIMA 3.8902 3.9870 3.9901 3.9000 3.7892

ARMEX 3.9089 3.8982 3.8921 3.7890 3.7890

ENSEMBLE 3.2020 3.2034 3.4390 3.3903 3.3902

Kodungaiyur VAR 6.3210 6.6433 6.8902 6.7489 6.4780

ARIMA 6.6890 6.679 6.7809 6.8976 6.9080

ARMEX 6.3465 6.6798 6.8765 6.5463 6.6540

ENSEMBLE 6.3210 6.3452 6.8732 6.2311 6.2331

Royapuram VAR 2.6789 2.4689 2.8976 2.8890 2.7897

ARIMA 2.3422 2.4333 2.4565 2.9878 2.7868

ARMEX 2.5879 2.4551 2.3897 2.7890 2.7893

ENSEMBLE 2.2123 2.1239 2.3220 2.2290 2.2489
(Continued)
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Table 2 (continued).

Location Models T + 1 T + 2 T + 4 T + 6 T + 12

Arumbakkam VAR 2.7898 2.9897 2.8979 2.9878 2.9899

ARIMA 2.8978 2.8767 2.7898 2.8769 2.7897

ARMEX 2.9878 2.8799 2.9898 2.8890 2.8767

ENSEMBLE 2.8761 2.7867 2.8786 2.6755 2.6543

Alandur VAR 5.8900 5.8999 5.8767 5.8889 5.8744

ARIMA 5.7899 5.8790 5.7678 5.6773 5.7672

ARMEX 5.6754 5.6432 5.5674 5.6743 5.6632

ENSEMBLE 5.4345 5.5435 5.4432 5.4078 5.3902

Velachery VAR 7.4490 7.9800 7.9834 7.8543 7.7432

ARIMA 7.6783 7.5643 7.4379 7.7893 7.4789

ARMEX 7.5498 7.5549 7.4550 7.4498 7.4332

ENSEMBLE 7.3933 7.4330 7.3489 7.4333 7.3230

Perungudi VAR 4.8933 4.98933 4.8750 4.8445 4.8553

ARIMA 4.7844 4.7894 4.6799 4.7894 4.5668

ARMEX 4.6659 4.8455 4.7556 4.5885 4.5550

ENSEMBLE 4.4532 4.4309 4.4980 4.3890 4.3338
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Figure 2: (Continued)

986 CSSE, 2023, vol.44, no.2



7 Conclusion

Air pollution prediction is usually done with deep learning models with LSTM and Neural Networks,
Since gated encoders have the memory to have the past historical values. Time series help to analyse the
trend and pattern behind the pollutants to a particular geographical location. These trend predictions help
in getting the nature of the increase in pollution in that particular locality. Transfer models in dynamic
nature including ARIMA and some classical forecasting methods give consistent predictions for the long
term. Proposed method makes ensemble models with these base TSA models instantaneously. The
computation time decreases with several models of VAR, ARMEX are accounted, Parallel processing is
used to find the top k basic accurate model then it leads to the ensemble approach. The weighted
ensemble approach is accurate for long term prediction t + 6 and t + 12 with its prominent weighting used
to build. In real time Atmospheric pollution is interrelated stochastic and multivariate in nature, this
requires multivariate time series analysis and also active fetch of models in ensemble way. Pollutant
PM2.5 is forecasted for the next 12 days with respect to the weighted ensemble model that is prevalent in
all the seven locations taken for this study. The future work is to tune the model with some other external
atmospheric factors.
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Figure 2: RMSE comparison of ensemble model with other models for the selected locations
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