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Abstract: The most salient argument that needs to be addressed universally is
Early Breast Cancer Detection (EBCD), which helps people live longer lives.
The Computer-Aided Detection (CADs)/Computer-Aided Diagnosis (CADx) sys-
tem is indeed a software automation tool developed to assist the health profes-
sions in Breast Cancer Detection and Diagnosis (BCDD) and minimise
mortality by the use of medical histopathological image classification in much less
time. This paper purposes of examining the accuracy of the Convolutional Neural
Network (CNN), which can be used to perceive breast malignancies for initial
breast cancer detection to determine which strategy is efficient for the early iden-
tification of breast cell malignancies formation of masses and Breast microcalci-
fications on the mammogram. When we have insufficient data for a new domain
that is desired to be handled by a pre-trained Convolutional Neural Network of
Residual Network (ResNet50) for Breast Cancer Detection and Diagnosis, to
obtain the Discriminative Localization, Convolutional Neural Network with Class
Activation Map (CAM) has also been used to perform breast microcalcifications
detection to find a specific class in the Histopathological image. The test results
indicate that this method performed almost 225.15% better at determining the
exact location of disease (Discriminative Localization) through breast microcalci-
fications images. ResNet50 seems to have the highest level of accuracy for images
of Benign Tumour (BT)/Malignant Tumour (MT) cases at 97.11%. ResNet50’s
average accuracy for pre-trained Convolutional Neural Network is 94.17%.
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1 Introduction

Breast cancer is universally described as one of the primary causes of women’s death. As a result, EBCD
surges the likelihood of recovery while decreasing the rate of mortality. Breast cancer is the most often
diagnosed disease worldwide [1–5]. As per World Health Organization (WHO) report, 626,700 women
die as a result of cancer-related sickness, and an average of 10 million in 2000 to 19.3 million in 2020 is
recorded. The estimated number of people diagnosed with cancer would rise much more in the following
years, hitting roughly 50% in 2040 than 2020 [5–10]. Using early-stage diagnostic treatment methods,
many tragedies can be averted. Clustered microcalcifications and the solid mass in the breast are different
types of malignant pathologies considered on mammograms. Clustered microcalcifications can
alternatively be characterized as tiny calcium formations found around malignant tissue. Though
radiologists can identify these tumours with great precision, they can utilize a CADs/CADx system as a
second opinion in fields where they already have suspicions and want to be cautious [11–15]. Based on
image processing systems employ a variety of algorithms to process images in a systematic method. For
instance, a basic image processing algorithm pre-processes the image, designates the interest zones,
derivatives attributes from the reference image, and discards the retrieved properties. Conventional
methods have the following limitations: (a) it is very often necessary to have specialist understanding,
and (b) dependencies and interconnections between them are frequently ambiguous [16–20].

Abnormal development of these epithelial cells, especially in lobules and ducts, causes breast cancer;
this expansion tends to result in lesions that may be observed and identified via mammography. Without
mammography, the possibilities of early identification are only about 5%. Mammography is the most
frequently used breast screening methodology in the world. In mammography diagnostics, accurate
abnormality diagnosis is critical. EBCD can make a significant difference in a patient’s long-term survival
rate [21–25].

Furthermore, mammography is generally recognized as the basic BCDD test that can be completed
rapidly, which remains the only testing technique aimed at spotting microcalcification; it would go down
in history as one of the most significant early breast cancer findings. Microcalcification is tiny and has
poor contrast with the mammography background because of its small size and low contrast, and It is
sometimes challenging and time-consuming, which requires the radiologist to do a thorough assessment
of microcalcifications [26–30]. Applications of Artificial Intelligence (AI) had a wide success in recent
years. Amidst the booming zones of AI includes Machine Learning (ML) and Deep Learning (DL). CNN
fetched stunning success of DL is able to extract characteristics from images and categorising them with
a reasonable degree of accuracy. It is a better technique to find patterns in data and automatically analyse
images using several Computer Vision (CV) technologies.

The fully connected output layer and ResNet50 are used by CNN to conduct classification, which can
automatically extract features from raw images after observing them in layers. Furthermore, by various
models, networks are pre-trained to conduct grouping and Transfer Learning (TL). It also focuses on how
we use pre-trained DL models to classify breast cancer from histopathology images in binary and
multiclass classification. The goal is to enhance CNN’s Discriminative Localization capacity to detect
hazardous microcalcification zones in mammograms by applying Class ActivationMapping (CAM) [31–35].

The article is organized as follows, and Section 1 contains a complete introduction about breast cancer
and various reports, present status of disease by WHO are introduced and Section 2 consists of related works
of various traditional methodologies for testing BCDD. The proposed methodology for histopathological
analysis using a deep CNN to identify malignant tumour is introduced in Section 3 along with CAM.
Weight factor and CAM is measured and demonstrated for visualization are discussed in this section.
Where pre-trained DCNN based ResNet50 is used for training tumour data set and performance are also
measured here using various evaluation metrics. Results and discussion are made in Section 4. This
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produces various outcomes for BMC. In Section 5, the final outcome and cause of this proposed
methodology are discussed with various references in Section 6.

2 Related Works

In a breast cancer surgical medical image accumulation, the suggested cascade relegation technique was
tested. The coalesced representation features through LBP description, Gray Level Co-occurrence Matrix,
and Curvelet Transform takes utilization of the positive characteristics of several extractors of
characterization; the cumulated feature is demonstrated to be efficacious in the biopsy picture relegation
challenge [36–40]. The cascade is a two-stage ensemble relegation technique that achieved an excellent
relegation precision of 99.25% while additionally ascertaining high relegation dependability of 97.65%
thanks to a low repudiation rate of 1.94%. In addition, cascade design provides an expedient for
maintaining both relegation precision and abnegation rate stability. Modifying the abnegation threshold in
each ensemble cluster in accordance with the designation of particular applications can withal avail to
ameliorate the system’s relegation precision and reliability. Medical diagnostic functions, for example,
demand a high caliber of precision and dependability; as a result, the repudiation thresholds at each step
would be set to a high caliber to ascertain that the diagnosis is proper [41–45].

Screening tests were performed prior to the onset of any symptoms to discover quick signs of breast
cancer. Mammograms, which use minimal-dose X-rays of the breast, are an initial/typical screening
procedure commonly utilised for BCDD. This footage shows ebony backgrounds with thick white
patches, possibly calcifications/masses [46–50]. When questionable spots are discovered, mammography
with breast ultrasonography is used to analyse these tumours. Magnetic Resonance Imaging (MRI) is
used to portray detailed pictures of the breast, which are often used to learn more about the size and
location of MT. Biopsies should be undertaken to confirm the screening results if any of the screens
mentioned earlier raise concerns or indicate the existence of BCDD. Biopsies include removing cells or a
tiny amount of breast tissue and sending it to a lab for pathologists to analyse in order to acquire
conclusive results [51–55].

Unsupervised learning, on the other hand, uses unlabelled data in which the input ‘x’ features are
available while the ‘y’ class labels are not. This indicates that the approach may optimise its
hyperparameters, which correspond to the configurations defined prior to training, by minimising a loss
function. Instead, in order to categorise the dataset, the algorithm must automatically generate clusters in
it. Clustering and anomaly detection are examples of unsupervised learning, visualization of data, and
dimensionality reduction, making it irrelevant to BCDD. There are two additional types of Machine
Learning (ML) algorithms that correlate. However, semi-supervised learning and Reinforcement Learning
(RL) are irrelevant to the purpose of BCDD [56–60].

In digital mammograms, the author proposed automated mass detection and segmentation. The proposed
approach is based on segmenting mammography pictures into two groups: (a) mass pixels and their
bypassing background pixels, and (b) image contrast was improved by image enhancement. To discover
and segregate the area of interest in breast mass, regional magnification based on local statistical texture
analysis is frequently utilised. The method was evaluated on 322 mammography pictures from the MIAS
database, yielding 94.59% sensitivity and 3.90% false positives per image data set [61–65]. For digital
mammograms, the author presented a Breast Mass Contour Segmentation (BMCS) approach. The
proposed approach is predicated on traditional kernel region magnification. Furthermore, the technique
was tested 260 mammogram masses accumulated from the Dokuz Eylul Mammography Set (DEMS), and
it attained 95.06% [66–70].

CSSE, 2023, vol.44, no.1 597



3 Proposed Methodology

3.1 Deep Convolutional Neural Network

Deep Convolution Neural Network (DCNN) is a Neural Network (NN) that is frequently used to
evaluate, identify, or relegate pictures for better study by simplifying images. This network is benign
since it requires less human labour and pre-processing [71]. Backpropagation is additionally utilized in
the cognition process to ameliorate network precision. Its design is homogeneous to that of a Multi-Layer
Perceptron (MLP), with numerous hidden and output layers. Every neuron in one layer connects with
every neuron in the subsequent layer. Because of this, feature extraction may be acclimated to amend and
facilely identify malignancy in breast masses, and the CNN architecture has been utilized in BCDD and
relegation (Fig. 1). As a result, early detection of breast cancer can be obtained by authorizing it to be
treated at an inferior stage before it further spreads [72,73].

Figure 1: DCNN system for BCDD

3.2 Class Activation Map

Class Activation Mapping (CAM) is a method for identifying visual areas for use with a CNN category
class. CNN can recognize picture regions that belong to a categorical class and then reuse the classifiers for
Discriminative Localization. It designates the incorporation of CNN’s detection capacity. If CNN assigns a
more preponderant level of precision to the input image, the classifier will have learnt to filter for the class.
They will denote the position of the class in that image by returning to the location where the flitter weights
are active.

Let FuniðLocx;LocyÞ represent the unit’s activation in the last convolutional layer ðLocx; LocyÞ of a test
photo collection at a defined local position. Also, Funk unit activation, AUk the outcome of conducting global
average pooling is APs. The solution, for a given class of ‘c,’ the SoftMax input, S, is Eq. (1)
X

Funi

WeightFactorcFuniFuni (1)

where,

WeightFactorcFuniFuni Is the weights for unit ‘c’ matching to class ‘c’ AUi. Principally,
WeightFactorcFuniFuni it indicates Funi the importance of class ‘c’, Eq. (2)

SoftMax ClassðScÞ ¼
X

WeightFactorcFunkFuni
X

x;y;k

WeightFactorcFunk ðLocx;LocyÞ (2)
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Let fWeightFactori ¼ 1; 2;…:; ng denote weights at the output layer and FuniðLocx;LocyÞ
ðFuni ¼ 1; 2; ::nÞ the output of the last convolutional layer, computed by the activation mapping
Act Mapi, at the spatial location of specific image pixel coordinates ðLocx; LocyÞ. Denote the set of
classes by ‘c’. Then, CAM can be represented as follows, Eq. (3)

ClassActivationMappingðCAMÞ ¼
X

Class2C

XN

Funi

WeightFactorcFunk ðLocx; LocyÞ (3)

The obtained CAM is further demonstrated for visualization and verification purposes. By projecting
weights back onto convolutional feature maps, CNN might learn about the effects of the locations. The
trained NN was evaluated on 200 mammograms with CAM and used image patches from the Curated
Breast Imaging Subset of the Digital Database for Screening Mammography (CBIS-DDSM). They
abstracted the final two inception modules from ResNet50 and immediately linked the CAM
convolutional layer to the Ecumenical Average Pooling layer (GAP layer) (Fig. 2).

GAP layers were acclimated to abbreviate the spatial dimensions of a 3D tensor (Fig. 3). GAP layers,
on the other hand, conduct a more extreme remotely dimensionality abbreviation in which a matrix of values
h × w × d is truncated to have scopes 1 × 1 × d. Arithmetic mean of h, w values, the GAP layers truncate. The
h × w feature maps to a single integer.

Figure 2: GAP layer applied CAM for each image class

Figure 3: CAM for reducing the spatial dimensions
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3.3 Performance Assessment

To amend the quality of each image amassment, we utilized a variety of pre-processing techniques. The
section that follows goes into the comprehensive pre-processing implementation. Following pre-processing,
we divided the image dataset into the training image data set is 70%, and the testing image data set is 30%. As
a result of the training image dataset, we only employ data augmentation. Image processing techniques such
as resizing, rotation, and reflection were used during augmentation. It relegates test data sets and CV
performance assessment criteria such as relegation precision and discombobulation matrices once the
network simulation parameters have been learned. In the next part, we give the results predicated on
several assessment indicators.

In this research inquiry, we employed the Cancer Hospital, and Research Centre Database predicated on
testing image-level, which contains BT/MT, and there are four sub-classes, with a different magnification
factor, as described before {40x; 100x; 200x; 400x}. The structure of Binary and Multiclass Relegation
(BMC) is depicted in Fig. 4.

The image test dataset is performed to evaluate system performance after the training set. To retain the
data ratio of each class, additional normal tissue and background of a group of pixels in an image (image
patches) are added to the training data. Tab. 1 depicts the number of training datasets after data
augmentation is summarized.

Figure 4: Organization for BMC framework

Table 1: Size of training and testing image dataset

Class Training dataset Testing Overall

Microcalcifications 8810 458 9268

Macrocalcifications 7617 378 7995
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3.4 Pre-Trained Deep Neural Networks Based ResNet

The prosperous medical imaging method is DCNN. We used three pre-trained researchers in this
dissertation, DCNN classifiers as ResNet50. DNNs are capable of learning vigorous and practical features
from photos automatically. ResNet50 is an acronym for Residual Neural Network (RNN), a CNN capable
of relegating photos into thousands of object classes and over a million photos from the ImageNet
collection were used to train the algorithm. ImageNet is predicated on the hierarchical structure of
WordNet and, when consummated, expects to be included in the range of 50 million photos. ResNet50 is
98 MB in size, contains 50 deep layers, and fortifies 224 × 224 × 3 input images. The Directed Acyclic
Graph (DAG) is a simple system that can train a DNN from scratch or utilize a pre-trained NN such as
ResNet50 (Fig. 5), which RNN stands for relegated neural network, which has been trained on over a
million photos from the ImageNet database and can relegate images into thousands of object classes.
ImageNet is based on the hierarchical substructure of WordNet, and its objective is to have 50 million
images by the end of the year.

3.5 Evaluation Metrics of Confusion Matrix

The Confusion Matrix (CM) is an exemplary implementation for evaluating BMC performance. Tabs. 2
and 3 outline the matrices Confusion for BMC, and the performance assessment matrices is tried out.

Figure 5: The architecture of the proposed ResNet50

Table 2: Confusion matrix for BMC

Prediction class A Prediction class B

Class Label 1 Ture Positive False Positive

Class Label 2 False Negative True Negative

Table 3: Performance evaluation metrics of a mathematical model

Performance evaluation Mathematical model

Accuracy
TP þ TN

TP þ FP þ TN þ FN

Precision-Positive Rate
TP

TP þ FP

Recall–Ture Positive Rate
TP

TP þ FN
(Continued)
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• True Positive (TP): The visual inspection is positive and is expected to be positive

• False Negative (FN): The visual examination is positive, yet the projected outcome is negative

• True Negative (TN): The optical perception is negative and will be negative.

• False Positive (FP): Optical Discrimination is negative yet predictable to be positive

4 Results and Discussion

Experiment results with three pre-trained TL-DNN systems used to classify Histopathological images of
breast cancer were utilized. The trained system is evaluated utilizing data images from the publicly accessible
Cancer Hospital & Research Centre dataset, which comprises 16,426 authentic testers (images dataset) from
500 patients, dissevered into two groups of 6,374 BTsamples and 10,052MTsamples. It describes the results
for BMC and compares them to previous related research work. The Intersection over Union (IoU) evaluates
Discriminative Localization. The ratio of the intersection of two bounding boxes over the coalescence, one
from the classifier and the other from the ground veracity, is computed utilizing this metric. When the value is
proximate to one, the classifier is more exact |.|, Eq. (4)

Intersection over Union ¼ jSetA \ SetBj
jSetA [ SetBj

¼ jSetA \ SetBj
jSetAj þ jSetBj � SetA \ SetBj

(4)

where |∙| denotes the area bounded by the box

The average Intersection over Union (IoU) value for both the leading reference network and the
modified network is inadequate, as shown in Tab. 4, with the modified network outperforming the leading
reference network. Fig. 6 shows an amassment of approximately held Region Of Interest (ROI) masks.
As you can visually perceive, some of the masks are colossal enough to cover the complete breast, while
others are only enormously immensely colossal enough to cover the outside a moiety of the breast.

Table 3 (continued)

Performance evaluation Mathematical model

Specificity–True Negative Rate
TN

TP þ TN

F1 score
2 � Sensitivity � Pr ecision
Sensitivityþ Pr ecision

Table 4: Performance measures of IoU

CNN model IoU for BMC

Proposed ResNet50 with CAM 0.176

ResNet34 with CAM 0.157

ResNet18 with CAM 0.148
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The outcomes of microcalcification Discriminative Localization applying references and updated
models are shown in Fig. 7. The first segment shows the original CBIS-DDSM mammograms resized to
3000 × 4800 image pixel size. The second segment contains images of the reference model’s
Discriminative Localization results converted into heatmap images, and the third segment contains images
of the modified model’s Discriminative Localization results converted into Images of heatmaps. The
heatmap colour is blue, and the fewer weights are engaged; however the heatmap colour is red, the more
weights are active. As a consequence, the red area betokens the position of the designated class object.
The last column, in turn, comprises the ROI mask pictures from CBIS-DDSM, one for each image in the
first segment. The reference model identifies a colossal number of FP regions, as can be visually
perceived visually. The proposed model’s engendering heatmap, on the other hand, conducts a more
intricate Discriminative Localization and intersects with the ground veracity region with far fewer FP alerts.

4.1 Binary and Multi Classification

We compare the performance of ResNet50-DNN classifiers tested on images from Cancer Hospital &
Research Centre at altered magnification factors of {40x; 100x; 200x; 400x}. In 40 magnification of
images, we compared the performance of the DNNs in Tab. 5 and Fig. 8. ResNet50 achieves the best
performance across all performance metrics. Following that, we compared the DNN performance in the
images with of {40x; 100x; 200x; 400x}. ResNet50 outperformed all other networks in terms of
Precision and Specificity, Sensitivity, and F1-score.

Figure 6: Experimented mammograms with ROI

CSSE, 2023, vol.44, no.1 603



Table 5: Performance analysis of DNNs trained image dataset {40x; 100x; 200x; 400x}

Trained images

Performance

metrics

40x 100x 200x 400x

ResNet18 ResNet34 ResNet50 ResNet18 ResNet34 ResNet50 ResNet18 ResNet34 ResNet50 ResNet18 ResNet34 ResNet50

Accuracy 99.18 99.26 99.67 97.66 97.78 98.18 97.69 97.96 98.19 94.08 94.87 94.92

Precision 99.45 99.59 99.71 98.32 98.79 98.91 98.94 98.97 99.02 93.91 93.97 94.18

Sensitivity 98.91 91.35 94.51 96.79 96.93 97.18 96.76 96.95 97.05 94.46 94.78 94.89

Specificity 99.46 99.59 99.78 98.51 98.93 99.19 98.97 98.99 99.34 94.87 94.97 95.03

F1-score 99.18 99.31 99.67 97.57 97.94 98.12 97.71 97.87 98.37 94.56 94.78 95.29

Figure 7: Mammogram for microcalcification, discriminative localization with reference, discriminative
localization with proposed model and ROI

604 CSSE, 2023, vol.44, no.1



4.2 Confusion Matrices

Fig. 9 show the confusion matrices for ResNet50 DNNs with varying magnifying factors {40x; 100x;
200x; 400x}

4.3 Classification Performance on Testing Data

For example, testing medical images (Fig. 10) with expected labels and prognosticated probability for
the three DNNs for numerous magnifying factors {40x; 100x; 200x; 400x}.

4.4 Outcomes for Binary and Multiclass Classification

In the BMC function, images magnified by four distinct factors, the researcher examine the performance
of three pre-trained DCNN-ResNet50 models: {40x; 100x; 200x; 400x}. The results of the three pre-trained
DNNs’ multiclass classification are described in Fig. 11 below. Adenosis, Ductal, Fibroadenoma, Lobular,
Mucinous, Papillary, Phyllodes, and Tubular Tumours are the classes described in Tab. 6. The results
projected that ResNet50 had the best degree of accuracy of magnification factors images {40x; 100x;
200x; 400x} in the trained image dataset.

Following, assessment metrics are used to evaluate ResNet50’s BMC performance in images with
various magnification factors: Reliability, Precision, Recall, Sensitivity, and F1-score.

Figure 8: Performance analysis of BMC trained image datasets {40x; 100x; 200x; 400x}

Figure 9: Confusion matrices for ResNet50 for multiple magnifications {40x; 100x; 200x; 400x}
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Figure 10: ResNet50 predictions on trained image datasets {40x; 100x; 200x; 400x}

Figure 11: Performance analysis of ResNet50 trained images datasets {40x; 100x; 200x; 400x}
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5 Conclusions

The current medical research investigations focus on the classification of BCDD using CNN
architecture. This research demonstrates that data pre-processing and parameter tuning can improve the
performance of CNN models. CNN outperforms other traditional methods in BCDD cancer cells. CADe
has been utilized to avail radiologists in mammography diagnosis. CNN, amalgamated with CAM,
reveals that Discriminative Localization of BMC may be achieved with a considerable abbreviation in
human effort. Examining visual pictures and several numerical designators (IoU) revealed, however, that
the updated model outperforms the subsisting CAM in Discriminative Localization for BMC. The
suggested ResNet50 model outperformed the proposed model in Discriminative Localization by about
225.15% for an average IoU value of 7.4%. We used several performance assessment criteria for each
magnification factor, including precision, precision, sensitivity (recall), specificity, and F1-score. We
employed TL with different magnification factors in the pre-trained DCNN-ResNet50{40x; 100x; 200x;
400x} for BMC (BT/MT). For each pre-trained NN, the ResNet50 earned the highest overall average
precision of 97.11% for BMC. Our ResNet50 engendered good overall average precision when compared
to state-of-the-art BMC findings. ResNet50’s average accuracy for pre-trained CNN is 94.17%.
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