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Abstract: Feature extraction is the most critical step in classification of multispec-
tral image. The classification accuracy is mainly influenced by the feature sets that
are selected to classify the image. In the past, handcrafted feature sets are used
which are not adaptive for different image domains. To overcome this, an evolu-
tionary learning method is developed to automatically learn the spatial-spectral
features for classification. A modified Firefly Algorithm (FA) which achieves
maximum classification accuracy with reduced size of feature set is proposed to
gain the interest of feature selection for this purpose. For extracting the most effi-
cient features from the data set, we have used 3-D discrete wavelet transform
which decompose the multispectral image in all three dimensions. For selecting
spatial and spectral features we have studied three different approaches namely
overlapping window (OW-3DFS), non-overlapping window (NW-3DFS) adaptive
window cube (AW-3DFS) and Pixel based technique. Fivefold Multiclass Support
Vector Machine (MSVM) is used for classification purpose. Experiments con-
ducted on Madurai LISS IV multispectral image exploited that the adaptive win-
dow approach is used to increase the classification accuracy.

Keywords: Multispectral image; modified firefly algorithm; 3-D feature
extraction; feature selection; multiclass support vector machine; classification

1 Introduction and Related Work

A multispectral image can be classified by considering only spectral information. This may lead to some
misclassification because objects with different texture may reflect the same spectrum. Spatial information
alone is not sufficient for good classification. Consequently, spatial feature extraction methods like pixel
shape index, Markov random field and extended morphological profiles used only the spatial information
for classification without considering the spectral information. Multi spectral image classification is one
of the paramount tasks in remote sensing image analysis and the availability of satellite imagery with
high spectral and spatial resolution, faces new challenges in the field of land-cover classification.
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Multispectral image analysis methods largely depend on the spatial properties in the few wavelength bands
and it is difficult with such data to discriminate between the various classes [1].

To classify the different objects in the images texture features are more useful as it is expressed in terms of
smoothness, coarseness, fitness, linearization, granularity and randomness. [2] Two dimensional discrete
wavelet transform is used for classification, which are not efficient for spectral-spatial representation of the
multispectral remotely sensed imagery [3]. In 3-D filters like 3-D Discrete Wavelet Transform, wavelet
transform is performed in the spectral domain as well as in the spatial domain. The multispectral image is
decomposed into spectral-spatial sub bands by applying low pass and high pass filters along rows, columns
and slices. 3-D coefficients are obtained, which represents the amount of spectral and spatial variation. This
result is helpful for effective feature extraction that will increase the classification accuracy. Some
optimization methods are fixedly followed for feature extractions that are not domain adaptive, all are
handcrafted features. To make it domain adaptive, an evolutionary learning technique that automatically
learn to extract features such as genetic programming, firefly algorithm and BAT algorithm can be used [4].

In this context a 3-D feature extraction and classification framework is proposed for multispectral imagery.
Three-dimensional feature extraction is capable of simultaneously extracting image information from the
spectral and spatial directions, which provide more effective features for interpretation of multispectral
imagery. Three feature extraction algorithms are proposed to extract the spectral and spatial information
simultaneously via overlapping, non-overlapping and adaptive window selection. For this purpose, a highly
detailed spectral characterization multi spectral remote sensing has evolved to address this need. In hyper/
multi spectral image the dimensionality reduction is one of the preprocess step. The goal of dimensionality
reduction is to reduce the curse of dimensionality to preserve the main features of the original data.

2-D wavelet transforms decompose the remote sensed images in spectral direction only, but the spatial
bands have enormous amount of useful information about the characteristics of different classes. So omitting
this band information will lead to loss of some effective features which create a great impact on the
classification process. For this reason, 3-D wavelet transforms which decompose the remote sensed
images in both spectral and spatial direction can be utilized to extract more efficient features for the better
interpretation of multi/hyper spectral images [5].

All the existing work used non-overlapping window for feature extraction. These approaches will lose
some spatial and spectral information which are very efficient. Overlapping window approach will cover
redundant data which reduces the overall classification accuracy. To overcome this issue we proposed
Adaptive Windowing technique which changes the window size based on the spectral and spatial
information in the window. If the local variance of the window is low small window size is used, if the
local variance is high larger window size is used to extract features. So it covers all useful data in the
image and avoids redundant data to improve overall accuracy.

Recently, evolutionary methods, with global searching ability, provide alternative searching approaches
for feature selection. Particle swarm optimization (PSO) and its variants have been successfully used for
feature selection. The firefly algorithm (FA) is a new type of swarm intelligence optimization algorithm.
It can adaptively adjust the radius of the induction and parallelly search multiple peaks, which has natural
advantages in solving multimode optimization problem [6]. Gray level occurrence can be used for the
feature extraction of multispectral image cubes. Features that are most helpful in separating different
targets are effectively extracted from the multispectral image cubes using a newly developed high-order
texture analysis method [7].

The computational cost of classification increases with the number of features used, therefore feature
extraction technique such as meta-heuristic firefly algorithm has been proposed based upon the flashing
characteristic of fireflies [8]. A firefly is a population-based algorithm inspired by the social behavior of
fireflies. Fireflies communicate by flashing their light based on the light intensity. Thus, this intensity of
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light is the main factor thus the minimum brighter fireflies are attracted towards the maximum brighter firefly.
FA is widely used to solve reliability and redundancy problems. This will iterate continue until a needed
solution is obtained [9,10].

There are idealized rules incorporated in the Firefly algorithm. i) The intensity or brightness value of a
firefly is determined by the objective function. ii) Attractiveness is propositional to the brightness, and they
both decreases as their distance decreases. The main objective of this paper is to get optimal solution selected
by means of firefly algorithm as a feature extraction technique. SVM classifier is used as fitness function to
get a optimal features in feature extraction, Supervised classification method is performed to estimate the
classification error rate of each individual [11]. The experimental results of the classification methods are
evaluated and a conclusion is made lastly. In this paper, our contribution to this work includes,

1. Apply 3-D wavelet transform to decompose the multispectral image in spectral and spatial domain to
retain all useful relevant information and extract features using 3-D filters for select features in both
spectral and spatial direction

2. Apply modified firefly algorithm to pick an optimal feature extraction method or filter feature from
the combination of filter feature sets for better classification purpose.

3. Evaluating the performance of windowing approaches namely non-Overlapping, Overlapping and
Adaptive.

2 Study Area and Data Used

The multi temporal satellite sensor images used in this study is of Madurai city in Tamil Nadu, state of
India and is shown in Fig. 1. Madurai is the second largest city in the state of Tamil Nadu. It is identified as
one of the 12 heritage cities of India and is situated between longitude 78 04′47′′E to 78 11′23′′E and latitude
9 50′59′′N to 9 57′36′′N. The topography of Madurai is approximately 101 m above mean sea level. The land
cover features of this study area include urban, vegetation, water body, waste land, soil and hilly region. This
Multispectral image refers to an urban landscape with 400 × 400 pixels of 3 spectral bands. The scene details
of the area are,

Satellite/Sensor: LISS-IV

Number of classes: 5

Number of bands: 3

Satellite/Sensor: IRS P6/LISS IV

Resolution: 5.8 m

Band 2 (green): 0.52∼0.59 μm

Band 3 (red): 0.62∼0.68 μm

Band 4 (near-Infrared): 0.77∼0.86 μm

Spatial Coverage: 90 N, 90 S, 180 W, 180 E

We used this image for our experiment to prove that our proposed system for feature extraction and
classification of multispectral image by adaptive window and 3-D wavelet techniques using modified
firefly algorithm gives better result than the existing systems.
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3 Three Dimensional Discrete Wavelet Transform Decomposition

DWT is a multi-resolution technique that converts the signals in time domain which is in raw format to a
most useful frequency format. 2-D DWTconvert the time format of the signals in to frequency format only in
the spatial direction. In DWT signal is passed through low pass and high pass filters which yields
approximation and details of the input image. For multi-level decomposition the same procedure is
repeated for the approximation detail of the previous level. But for interpreting signal with multiple
spectral components like multi spectral images frequency components in a single spectrum is not
efficient. For overcoming this difficulty 3 Dimensional DWT is proposed.

For multispectral imagery, 3-D DWT is carried out by extending the 1-D wavelet to the spectral (z) and spatial
(x, y) domains of the image. The low pass and high pass filters applied along the x, y and z directions of the
multispectral image i.e., 3-D DWT is implemented in each local cube along the spectral and spatial directions.

Fig. 2 shows the decomposition procedure for 3-D DWT. Initially the image I(x, y, z) is filtered along the
x-direction, which results two slices L(x, y, z) and H(x, y, z). Then both L and H are filtered along the
y-direction resulting in four sub sampled images LL(x, y, z), LH(x, y, z), HL(x, y, z) and HH(x, y, z).
Finally, all this four sub sampled images are filtered along the z-direction resulting 8-sub samples LLL,
LLH, LHL, LHH, HLL, HLH, HHL, HHH. Further for multilevel decomposition the approximation sub
sample LLL is decomposed using the same procedure.

Iðx; y; zÞ ¼ ðLx� HxÞ � ðLy� HyÞ � ðLz� HzÞ ¼ LxLyLz � LxLyH� LxHyLz� LxHyH

� HxLyLz � HxLyHz� HxHyL� HxHyHz
(1)

Eq. (1) shows the mathematical representation of 3-D DWT decomposition process, where � and ⊗
denotes space direct sum and tensor product, L and H denotes the low-pass and high-pass filters along x,
y and z directions.

In this paper, three windowing techniques are used for feature extraction, as shown in Fig. 3. 3D feature
set is constructed by using some 3D filters and feature extraction techniques such as 3D-DWT, Median filter,
Mean filter, Gaussian filter, Laplacian filter, Energy filter [12], Gabor filter and Multivariate Local Binary
Pattern (MLBP) [13]. To reduce the computational complexity, the feature extraction technique is adopted
to select the optimal features from the feature extraction method using the firefly algorithm. The fitness
value is calculated for each individual to estimate the classification error rate. Classification accuracy is
calculated for the features obtained through the feature extraction method using the supervised learning
algorithm [14]. The resultant outcome is the classification of multispectral datasets.

Figure 1: Madurai city multispectral image
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3.1 Window Selection and 3-D Feature Extraction

The classification procedure using textural measures depends largely on the selected window size. Three
dimensional feature extraction and classification is proposed for multispectral image by defining local
window around the central pixel. The 3-D features mentioned in Tab. 1 are extracted in each local
window along x, y and z axes. The x and y directions denote the spatial coordinates of an image, and z is
the spectral axis. Three window selection algorithms are proposed for 3-D DWT feature extraction, they
are non-overlapping, overlapping and adaptive window selection.

Figure 2: The decomposition tree of 3-D DWT, 2 denotes down sampling along row, column and cubes

Figure 3: Proposed system design for multi spectral classification
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3.1.1 Non-Overlapping Window [NW-3DFS]
Using non overlapping window selection, an input multispectral image is equally divided into several non-

overlapping blocks each of size B*B. If the window size is too small, the result is insufficient spatial
information. If the window is too large, different regions may be covered by this window. These two cases
may lead to texture misclassification. The optimal window size 7 × 7 is chosen for classification [9]. 3-D
DWT is performed in each block and the feature value of the cube is assigned to all the pixels in the block.

3.1.2 Overlapping Window [OW-3DFS]
In overlapping window selection there are four adjacent local cubes, i.e., W1, W2, W3, and W4,

overlapping at the central block. The overlapping area is a common region of the four cubes, 3-D features
are computed at each cube, features are extracted from it. Calculated feature value is assigned to
overlapped area. The 3-D features are calculated by measuring the energy functions of the 3-D feature
coefficients can help to distinguish different classes.

Energy function, E(W) is defined as

XB2L

i¼1

XB2L

j¼1

XB2L

k¼1

Pði; j; kÞ2 (2)

W is a B × B × N local cube with B and N as the dimensions in the spatial and spectral domains respectively.
P (i, j, k) is the feature coefficient in the cube.

OW‐3DFS ¼ w1EðW1Þ þ w2EðW2Þ þ . . . . . .þ wnEðWnÞ
w1 þ w2 þ . . . . . .þ wn

(3)

wn-Weight, weight is defined as the Euclidean distance between specific cube and overlapping area.

3.1.3 Adaptive Window [AW-3DFS]
Small windows do not contain sufficient spatial information, whereas large windows may complicate the

problem and blur the boundary when they cover multiple objects or classes. An effective strategy for
addressing the issue of window size is to use adaptive windows. Adaptive window means window size is
not fixed. Based on frequency changes, window size will vary. Small and large windows are adapted, if
the band variation in the image is high and low respectively. Fig. 4 shows the different kinds of blocks
produced by adaptive window selection approach.

Figure 4: Different type of blocks created using adaptive window selection
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In adaptive window selection, the whole multispectral image is first divided vertically into many regions.
Each region consists of 4 columns and whole row. In a region, 7 × 7 window is applied and variance is
calculated for the elements in the window. In the same region at the same place, 3 × 3 window is applied
and variance is calculated for the elements in the window. Variances of both windows are compared. If
the variance of 3 × 3 window selection is greater than or equal to variance of 7 × 7 window selection.
Then there is high band variation, so 3 × 3 window is adapted there. Otherwise there is low band
variation 7 × 7 window is adapted there. Likewise, the window selection is done vertically in all regions.
There is some region which is not covered by both window selections, that region is right to the 3 ×
3 window selection. That uncovered region is treated separately. 3-D DWT is performed in each block
and the feature value of the cube is assigned to all the pixels in the block. If the whole multispectral
image is not divided vertically into many regions, this may lead to some improper overlapping. The
following describes the adaptive window process:

Input: Multi spectral Image (3 dimensional matrixes)

Output: 3 Sets of blocks

Calculate the global variance of entire image and local variance of 7*7 block

If (local variance > global variance)

Apply 3*3 window on the region, it belongs to set1

End

If (local variance < global variance)

Apply 7*7 window on the region, it belongs to set2

End

Split all unprocessed regions into m4*4 window, it belongs to set3

After applying adaptive window strategy, the input image will contain three set of different blocks.

Block 1 Consists of image blocks (3*3) with high variance, block 2 contains image blocks (7*7) with
low variance and block3 is used to avoid improper overlapping consists of 4*4 size.

3.2 Feature Extraction

To create feature set, the combinations of 3D filters are used such as 3-DWT, Median Filter, Mean Filter,
Energy Filter, Gaussian Filter, Laplacian Filter, Gabor Filter and Multivariate Local Binary Pattern. These
features are stored in the feature library and are further used for texture classification. Optimal Feature
Subset Selection Using proposed firefly algorithm. The term optimal feature subset selection is applied to
the task of selecting those features that are more useful to a particular classification problem. The main
purpose of optimum feature subset selection is to reduce the number of features used in classification.

3D Mean ¼
Xc

k¼1

Xn

i¼1

Xn

j¼1

xði; j; kÞ (4)

c-number of bands, n-number of rows and columns, x (i, j, k) is the pixel value of ith row jth column in
kth band

3D Median ¼ Medianð
Xc

k¼1

Xn

i¼1

Xn

j¼1

xði; j; kÞÞ (5)
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3D Energy ¼
Xc

k¼1

Xn

i¼1

Xn

j¼1

Pði; j; kÞ 2 (6)

P (i, j, k) is the wavelet co-efficient of the ith row jth column in kth band pixel

Multivariate Binary Pattern,

MLBP ¼
Xp�1

i¼0

sðgRi � gRc Þ þ sðgGi � gRc Þ þ sðgBi � gRc Þ
þsðgRi � gGc Þ þ sðgGi � gGc Þ þ sðgBi � gGc Þ
þsðgRi � gBc Þ þ sðgGi � gBc Þ þ sðgBi � gBc Þ

(7)

Here value of s(x) is either 0 or 1. If s(x) = 1, Neighborhood value < central pixel else If s(x) = 0,
Neighborhood value >= central pixel.

In Eq. (7). ‘i’ ranges from 0 to 7 (i.e.,) total number of pixels in 3 × 3 neighborhood corresponds to the
center pixel, p corresponds to the total number of neighbors and gi (i = 0,…, P − 1) corresponds to the values
of the neighbors. (R–Red band, G-Green band & B-blue band).

Apart from this feature extraction methods, 3-D Laplacian, 3-D Gabor and 3-D Gaussian filters are also
used for extracting textural features using different orientations and filter parameters. The maximum number
of feature set used in this work is 17. From this, optimal feature sets are selected using modified firefly
algorithm.

3.3 Feature Selection Using Modified Firefly Algorithm

In remote sensing images redundant and irrelevant features might reduce the classification accuracy
because of the large search space. The main aim of feature selection is to choose a subset of relevant
features from a huge number of available features to obtain comparable or even better classification
accuracy from using all features.

The firefly optimization algorithm is proposed for feature selection to select the optimal filter based on
the maximum objective function. For initializing the population, the features are randomly generated for each
firefly, where the number of feature element in the firefly is allowed to lie between 1 to 7. Each features
element of the firefly represents the various filter values.

Firefly Algorithm (FA), a population-based algorithm, iteratively improvises solutions by moving
toward the optimal solution. Here, all the populations move one step toward the fittest or objective
solution as well as toward their personal best solutions. The outcome of this specific module is the
optimal filter obtained through the firefly algorithm and the optimal filter is given as an input for support
vector machine to classify the region of remote sensing images.

Each firefly’s position in the search space encodes the subset of features that it represents. Feature set is
represented as binary strings where a value of 1 represents the inclusion of the corresponding feature into the
subset while a value of 0 could represent its absence. For example, If firefly feature values are (1 0 1 0 0 0 0)
this firefly use only the first and third filter such as Mean Filter and Laplacian Filter and using those filter
values accuracy is calculated.

This process is repeated for each firefly in the population and accuracy is calculated for each firefly based
upon the filter values. The important parameter of firefly algorithm is Intensity. All other fireflies in the
population will update its intensity value based on the other fireflies maximum intensity value obtained
through the objective function.

But the main drawback of the firefly algorithm is, it considers the accuracy but not the size of feature set
while selecting the best firefly. The size of feature set is very important because the time complexity of the
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optimization algorithms like firefly algorithms plays vital role in the classification process. The algorithms
that takes less time for optimization will reduces the overall classification time. Selecting features which
have less number of feature sets with equal or closer accuracy will help to achieve this. Fig. 5 shows the
flow of the modified firefly algorithm. The objective function used is classification accuracy, if more than
one firefly has the equal or closer accuracy then firefly with minimum feature set is selected for further
process. Stopping criteria used is finishing maximum number of iteration (in our work it is set as 50) or
achieving expected classification accuracy. The algorithm for modified firefly algorithm is shown below:

Algorithm 1: Pseudo code of the Firefly algorithm

Input: n Number of Fireflies.

N INumber of iterations for optimization.

γ Attractiveness parameter.

α Contribution of the random term (environment noise).

Output: Optimal firefly position and its fitness.

Initialize a population of n firefly’s positions at random. Find the best solution based on fitness (objective
function) (i.e.,) Light intensity Ii at xi is determined using Eq. (1)

While (t < Maximum Generations)

If more than one firefly is found

Select firefly with minimum feature set

End

For each Firefly I do

Move Firefly i towards firefly j using Eq. (9)

End

For each Firefly i do

For each Firefly j do

If firefly j is brighter than firefly i and size of firefly j is less than firefly i then

Move firefly i towards firefly j using Eq. (9).

End

End

Repeat step (2)

End while

During the process of fly movement, I and β are updated repeatedly, and randomly distributed points are
gradually moved toward the extreme points. After a certain number of iterations, the less desired points are
eliminated, and the best positional points are finalized. The brightness or Intensity of a firefly varies with the
value of an objective function, which can be defined as

IðrÞ ¼ Ioe� gr2 (8)

where Io is the maximum Intensity, γ is light absorption coefficient, and r is the Euclidean distance between
the ith and jth fireflies.
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xij ¼ xj þ b0e
�cr2ijðxi � xjÞ þ aðrand � 1

2
Þ (9)

where xi and xj are the initial position of the ith and jth firefly, respectively, α is a constant within [0, 1], a rand
is a random number within [0, 1] and rij is the distance between the ith and jth fireflies.

3.4 SVM Classification

In our work we use SVM for classification purpose. There are many algorithms used for classification in
machine learning but SVM is better than most of the other algorithms used as it have a better accuracy in
results especially for image classification, Support Vector Machine Algorithm has a faster prediction
along with better accuracy. It also shows clear margin between classes. It works better in high
dimensional data spaces. That means it is effective in the cases where number of test samples is larger
compared to training samples. Memory of SVM is also better compared to other machine learning
classification algorithms like Naive Bayes, K-Nearest Neighbors etc.

The classifier used in the objective function is the well-known Support Vector Machine. The used fitness
function incorporates both classification accuracy and feature selection size. SVM classifier is used which is
provided by LIBSVM to perform classification. LIBSVM classification is used for multiclass classification.
The Linear support vector kernel function is used. The classification method used here is fivefold cross

Figure 5: Modified firefly algorithm process flow
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validation. The whole feature set is divided into five equal parts. 1 part is used for testing. The remaining four
parts are used for training. The testing and training set will change until the fold gets completed. In each set,
predicted labels and accuracy is obtained as resultant output. The specific options which are used are mentioned
in the table and all other options are set as default. Classification accuracy is calculated from average accuracy
that is obtained through fivefold cross validation method using linear support vector machine.

Classification Accuracy ¼ ðcorrectly predicted pixels=total testing pixelsÞ � 100 (10)

The entire image pixels are first split into 5 equal groups. The first four pixel groups are used as training
pixels. The feature values of these pixels and their respective class labels are given as input to the SVM
training process to learn the classification model. Then the remaining testing pixel feature values are
mapped to a class label using the model learned from the training process. The testing and training
groups are changed until five folds are completed.

4 Experiments and Results

Experiments are conducted on LISS-IV multispectral image of Madurai. First the 3D-feature set is
constructed by applying the 3D filters mentioned in Tab. 1. For comparison purpose all the three
windowing techniques are implemented. For overlapping and non-overlapping the optimal window size
7*7 is used. Firefly algorithm parameters has been initialized as follows: number of iteration (t) is 50,
step size (α) is 0.5, light absorbance is (γ) is 1 and number of fireflies (m) is 10. Each experiment is
repeated for 10 times and the highest overall accuracy is recorded. Fig. 6 shows the classification maps
obtained by different models.

Figure 6: Classification maps: using 3-D DWT and 3-D Filters (a) Non-overlapping approach (b)
Overlapping approach (c) Adaptive approach (d) Pixel wise approach
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Analysis of confusion matrix is the one of the most important measure of classification performance. In
this work, we have compared the known reference data (collected from field work) and the result from the
automated classification algorithm for different windowing approaches to construct the confusion matrix.
Various accuracy measures like precision and overall accuracy have been calculated for measuring the
performance of various approaches. Accuracy of the algorithm is the ratio between the correctly classified
pixel and the total number of known pixels belongs to the particular class.

The main objective of this work is minimize the initial data size of 17*400*400 (17-number of feature
sets used, 400*400 is the size of the image) without compromise the classification accuracy. 2000 samples
from image data set is used for training purpose and for training 450 samples are chosen comprising 35, 200,
35, 150 and 60 pixels for water body, vegetation, river, urban and soil class respectively. Table to Table shows
the confusion matrix with the performance measures for various windowing approaches.

In our proposed system we used NW-3DFS, OW-3DFS and AW-3DFS. But pixel-Based classification is
commonly used technique which gives better result but more time consuming one. To show our proposed
approach gives results very closer to Pixel-Based approach with reduced time we compare our proposed
technique with this method. In Fig. 7 we proved it with set of various Feature set. Producer accuracy
is fraction of correctly classified pixels with regards to all pixels belongs to the class. User accuracy is
fraction of correctly classified pixels with regards to all pixels classified as this class. Overall accuracy is
calculated as overall correctly classified pixels (diagonal elements) divided by total number of test pixels.

Table 1: Confusion matrix for madurai image using adaptive windowing technique

Actual/Predicted Water body Vegetation River Urban Soil User accuracy (%)

Water body 30 0 0 0 0 100

Vegetation 0 185 8 4 3 87

River 0 10 25 0 2 67

Urban 5 2 0 140 5 93

Soil 0 3 0 6 50 92

Producer accuracy (%) 85 92 75 93 83 Overall accuracy

89.95

Figure 7: Time taken by adaptive window and pixel based classification
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From the Tabs. 2–5 it is evident that pixel based and adaptive window approach yields better
classification accuracy for all the five classes. Non-overlapping approach yield better performance for
urban class (94%) than adaptive window approach. The Fig. 7 shows the comparison of pixel based,
adaptive window approach with respect to the computational cost (overall time for classification) with the
different size of feature set.

Table 2: Confusion matrix for Madurai image using overlapping windowing technique

Actual/Predicted Water body Vegetation River Urban Soil User accuracy (%)

Water body 29 1 1 0 0 93.5

Vegetation 0 180 7 2 3 88

River 1 14 25 0 4 62

Urban 5 2 0 142 5 92

Soil 0 3 0 6 48 87

Producer accuracy (%) 82 90 75 94 80 Overall accuracy

88.7

Table 3: Confusion matrix for Madurai image using non-overlapping windowing technique

Actual/Predicted Water body Vegetation River Urban Soil User accuracy (%)

Water body 25 1 1 0 0 92

Vegetation 0 180 10 3 3 84

River 1 15 22 0 5 53

Urban 9 2 0 135 7 88

Soil 0 3 0 12 45 77

Producer accuracy (%) 71 79 66 90 75 Overall accuracy

85.14

Table 4: Confusion matrix for Madurai image using pixel-wise classification

Actual/Predicted Water body Vegetation River Urban Soil User accuracy (%)

Water body 35 0 1 0 0 97

Vegetation 0 188 4 2 0 92

River 0 8 28 0 1 78

Urban 0 2 0 143 4 97

Soil 0 2 0 5 55 90

Producer accuracy (%) 100 96 85 95 91 Overall accuracy

93.93
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From the Fig. 7, it is evident that adaptive window approach gives classification accuracy closer to pixel
based classification with less computational cost. In average it reduces the computational cost by half. Since
the data set which we use contains non-uniform textures, pixel wise classification may give high
classification accuracy, but the time complexity is also high. From our result it is evident that the same
accuracy can be obtained with less time complexity using adaptive windowing technique.

In this experiment, we also compare the performance of the firefly algorithm with other optimization
algorithm used for feature reduction. We have conducted experiments for Genetic algorithm and
general firefly algorithm (without considering size of feature set for objective function) using adaptive
windowing technique.

Tab. 6 shows the accuracy obtained from various feature reduction algorithms. Our proposed modified
algorithm achieves 89.95% using 3 feature sets, firefly algorithm achieves 87.86 using 7 feature sets, and
genetic algorithm achieves 84.3% using 17 feature sets without 3-D DWT [15]. Results from Tab. 6 and
Fig. 7, we can conclude that the 3-D DWT which decompose the time domain information into frequency
domain information in all three dimensions, and modified firefly algorithm which consider the size of
feature set for selecting best firefly can outperform conventional classification methods which uses 2-D
DWT for decomposition and population based feature reduction techniques which doesn’t give
importance to the size of feature set for creating next generation population in terms of classification
accuracy and computational cost.

In existing systems the brightness of the firefly alone is used as objective function for selecting the
feature set. But in our proposed system we improved the firefly algorithm by including the size of the
feature set of firefly along with its brightness.

5 Conclusion

In this paper, the modified Firefly algorithm is proposed for solving region type classification problems
based on multispectral satellite imagery. We used various parameters such as Overall accuracy, Kappa
Efficiency, User Efficiency and Producer Efficiency for comparing our results with existing systems. We
also used time complexity as one of the parameter to show how our proposed system gives better results

Table 5: Overall accuracy for different windowing approaches

Windowing method NW-3DFS OW-3DFS AW-3DFS Pixel-Based

Overall accuracy (%) 85.14 88.7 89.95 93.93

Kappa efficiency 0.79 0.83 0.84 0.91

User accuracy (%) 78.8 84.5 87.8 90.8

Producer accuracy (%) 76.2 84.2 85.6 93.4

Table 6: Classification accuracy for different feature reduction techniques

Optimization algorithm Water body Vegetation River Urban Soil Overall accuracy

Modified firefly (3-D DWT) 85 92 75 93 83 89.95

Firefly (3-D DWT) 88 89 78 90 84 87.86

Genetic algorithm (2D-DWT) 92 85 82 86 76 84.30
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compared to existing systems with lesser time complexity. From Tabs. 1–6, it is evident that our proposed
method yields better results than existing systems with respect to all parameters used for comparison. As
feature extraction can be seen as an optimization Problem, we have proposed a modified firefly-inspired
algorithm for this task. The performance of the proposed approach is compared with two other
techniques, namely GA, and conventional firefly. By using Firefly algorithm approach it has been proved
that classification accuracy is improved and it is domain adaptive for feature extraction. From the result
shows in Tabs. 1–5, it is demonstrated that the proposed system is more concise than other methods and
provides better optimization results for classification. The hired fitness function targets classification
accuracy as a main parameter and provides good results. The classification efficiency illustrated the
performance of the classifiers for each class individually. Hence, from the results obtained, we conclude
that modified firefly algorithm can be successfully applied for multi spectral feature selection. Moreover,
we have also presented a novel 3 dimensional framework using 3-D discrete wavelet transform and 3-D
feature sets and filters for the classification of multispectral images. With this, three feature extraction
techniques are investigated and from the result obtained it is concluded that AW-3DFS method produces
optimal results in terms of both visual inspection and quantitative measurement.

6 Limitations and Feature Enhancement

In our experiment, we used multispectral image captured by LISS-IV satellite in Madurai city. In
general, multispectral images have only three bands (RED, GREE and BLUE) with very limited
information for all classes. Though our experiment gives better results still it can be improved if we use
hyper-spectral images. Hyper-spectral images have very large number of bands with high information for
all classes compared to multispectral images [16–18]. In future, our methodology can be applied for
hyper-spectral image band selection and classification.
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