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Abstract: Automatic Speech Emotion Recognition (SER) is used to recognize
emotion from speech automatically. Speech Emotion recognition is working well
in a laboratory environment but real-time emotion recognition has been influenced
by the variations in gender, age, the cultural and acoustical background of the
speaker. The acoustical resemblance between emotional expressions further
increases the complexity of recognition. Many recent research works are concen-
trated to address these effects individually. Instead of addressing every influencing
attribute individually, we would like to design a system, which reduces the effect
that arises on any factor. We propose a two-level Hierarchical classifier named
Interpreter of responses (IR). The first level of IR has been realized using Support
Vector Machine (SVM) and Gaussian Mixer Model (GMM) classifiers. In the sec-
ond level of IR, a discriminative SVM classifier has been trained and tested with
meta information of first-level classifiers along with the input acoustical feature
vector which is used in primary classifiers. To train the system with a corpus
of versatile nature, an integrated emotion corpus has been composed using emo-
tion samples of 5 speech corpora, namely; EMO-DB, IITKGP-SESC, SAVEE
Corpus, Spanish emotion corpus, CMU's Woogle corpus. The hierarchical classi-
fier has been trained and tested using MFCC and Low-Level Descriptors (LLD).
The empirical analysis shows that the proposed classifier outperforms the tradi-
tional classifiers. The proposed ensemble design is very generic and can be
adapted even when the number and nature of features change. The first-level clas-
sifiers GMM or SVM may be replaced with any other learning algorithm.

Keywords: Speech emotion recognition; hierarchical classifier design; ensemble;
emotion speech corpora

1 Introduction and Motivation

Human-Computer-Interaction (HCI) aims to enhance the sophisticated usage of any system. If a system can
to understand human emotions, the response could be much better [1]. Emotion Recognition has many practical
applications. For instance, SER is used in an intelligent assistant to a learning system [2] or in understanding the
usability experience of a toolkit/games from the user's conversation [3]. The accuracy of Speech Recognition
also increases, when the word, decoded with the emotional content and context [4]. Speech Emotion
Recognition (SER) research has been evolving for more than two decades [5]. The research on improving
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the performance of SER has evolved in various directions as data collection, segmentation of data, feature
extraction, classifier design, an ensemble of features and decisions in different aspects.

Early emotion recognition systems were based on temporal features of spectral features [6–8]. There are
many other new acoustical features like low-level descriptive features (LLD) [9], and high-level prosody
features like energy and pitch contours [10], linguistic & paralinguistic features were involved in emotion
model building [11,12]. Later on, statistical variations like mean, median, high value and low value are
added to the basic features of speech [13].

Various machine learning algorithms were involved in learning emotions from speech, such as K-
Nearest Neighborhood Algorithm (KNN), Support Vector Classification algorithm (SVM) [14], Hidden
Markov Model (HMM) [15] and, Ada Boosted Decision trees [16]. Some researchers applied the
hierarchical emotion recognition technique, by using different ensemble techniques to improve the
performance [17–19]. The system has been trained with low-level descriptive features like pitch, intensity
and formant features with their variances. Some researchers tried to enhance the real-time emotion
recognition with multiple corpora. Some of these systems were built to recognize arousal and valance
factors across the corpus [20]. When emotion recognition is carried out in a mixed corpus, there is a
possibility of data drift or bias on the dataset. Some researchers address this issue with domain-adaptation
methods. An acoustic code vector enriched adverbially with a universal context database has been
considered to represent emotion information in the specific dataset for the prediction of the context
database [21,22]. After the revamp of Deep Neural Network, many researchers used various Deep
Learning architectures like Convolution Neural Network, Recurrent Neural Network, LSTM etc. for SER
[23–25]. In the deep learning approach the low-level input, features are given as an input and use
Convolution Neural Network [26], Auto Encoder kind of techniques are to map the salient input features
to recognize the emotion and these features are used to train CNN [27]. Also, Deep Nets lean a new
feature vector from raw input speech for 1D architecture or the spectrogram image [28,29], log-Mel
Spectrogram for 2D Network. To improve the accuracy some researchers were training Deep Networks to
recognize emotions with acoustical cues and acoustical features separately [30]. Different networks are
trained for learning local information from self-attention module and global cues from the social-attention
module [31] and both the information are combined on the recognition of emotion.

Systems trained with one corpus recorded in a particular environment may not work well while testing
with the corpus recorded in other environments. In research, many efforts are made to design a generic
method, so that, systems evolve as speaker-independent and corpus independent with techniques like
speaker normalization and corpus normalization [32,33] techniques. Schuler along with Zhang, Weninger
and Wollmer have worked on cross-corpus emotion recognition using unsupervised learning [34]. Our
research aim is to develop a robust SER system that performs well, despite the variations due to
acoustical & cultural environment variations, length of utterance, language used, and speaker-related
variations. To achieve this, we propose a two-level ensemble classification system.

2 Objectives of this Research

Our research aim is to develop a robust SER system that performs well, despite the variations due to
acoustical & cultural environment variations, length of utterance, language used, and speaker-related
variations. The variation due to these effects have been handled separately in the literature [35,36]. We
have proposed a generic system to handle these changes. To achieve this, we propose a two-level
ensemble classification system. The objectives of our research are to

� Design a Speech Emotion Recognition system that handles variations like Recording environment,
Cultural environment, Gender of speaker and Age of speaker etc.

� Distinguish an emotion from acoustically resembling other emotions.
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� Formation of integrated corpus which is versatile by combining different corpora of different cultural
backgrounds, recording condition.

3 Hierarchical Classification

The primary issue of generic SER is variations of the recording environment, age & gender of the
speaker and the acoustical resemblance of one emotion with others. To address this issue, we have
planned to design an ensemble classifier.

3.1 Suitability of GMM & SVM Classifiers for Ensemble

The ensemble classifier may perform better when the first level classifiers are diverse. The diverse nature of
generative classifier GMM and discriminative classifier SVM are analyzed. A good classification system
produces the right response for acoustically strong utterances. The system may generate response for weak
utterance, based on the classification algorithm. A good classification system produces the right response for
the utterances which are acoustically strong. The system may generate a response for weak utterance, based
on the classification algorithm. SER system using GMM & SVM is built with EMO-DB corpus and
MFCC_D_A feature vector. During testing, for a given test utterance, The GMM classifier generates
maximum likelihood values and SVM generates a confidence score for every emotion class. These
functional values generated by both the classifiers for emotions Anger, Fear, Happiness and Neutral samples
are presented in Figs. 1–4 respectively. Both SVM and GMM are classifying most of the samples correctly.
As There is acoustical resemblance among some of the emotions, which is not well discriminated in the
utterances, any one of the classifiers may wrongly interpret it. When wrongly classified samples are not
coinciding, then such classifiers will be suitable for the ensemble. The maximum likelihood values
produced by GMM and SVM classifiers for four emotions; anger, fear, happiness and neutral for anger
samples. The graph has been plotted against sample number and Maximum Likelihood Value. The response
of SVM is presented in blue color whereas GMM response in red color and plotted against the sample
number. Different style of line style has been used to connect the responses generated for the various
classes. The response has been compared with ground truth and found different samples were false negative
for the different classifier. During False-negative cases, the behavior of both the classifiers is different,
whereas for most true positive cases both the classifiers are coinciding with each other.

Figure 1: Comparison of GMM, SVM classifiers using samples of the emotion ‘Anger’ EMO-DB corpus
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In Fig. 1, the samples numbered 9, 15, 21, 24 GMM result in false negatives. These samples were not
recognized as anger and but give the second highest likelihood value for anger, whereas the SVM classifier
correctly recognizes the emotion of these samples. Sample 9 was interpreted as happy and 15, 21 and 24 were
interpreted as fear by GMM. The sample numbered 20, was wrongly classified as happy by SVM, whereas
GMM correctly recognized it. For instance, for the 20'th sample, with reference to SVM's response, anger's
likelihood value is only 0.02 less than happy. GMM produces the highest likelihood for anger and the
second-highest value for happiness with the difference of 0.05, which shows that anger closely resembles
happiness in the response.

Fig. 2 shows a comparison of maximum likelihood values generated for different emotions by The
GMM and SVM classifiers. Samples 2, 9, 11 and 16 of the Fear class have been wrongly classified by
SVM but correctly classified by GMM. Samples 3, 6, 7, 8, 13 are wrongly classified by GMM but rightly
recognized by SVM. Samples 10, 12 are labeled as neutral by both the classifiers. Sample 16 has been
identified as happy by SVM and angry by GMM. Fig. 3 shows the response of the classifier on Happy
Samples. Samples numbered 4, 12, 15, 801 are the wrong coincidences of GMM and SVM classifiers.
SVM fails to recognize samples numbered 2, 3, 8, 10, 13 but GMM succeeds, whereas samples
numbered 5, 6, 9 are classified wrongly by GMM and rightly by SVM classifiers. The maximum
likelihood values of GMM & SVM Classifiers for four emotions obtained when tested with Neutral
samples are presented in Fig. 4. In The case of Neutral, GMM recognized all samples correctly, SVM
also correctly recognized all samples except sample 7. The overall performances of both the classifiers
were good. Due to environmental factors or acoustical resemblance, some samples were wrongly
classified by one classifier, while another classifier recognizes some other sets of samples wrong.
However, in most of the false-negative cases, the classifier produces at least, second-highest likelihood
values for actual emotion. Thus, when these interpretations are used as additional evidence to train the
second level classifier, the performance of ensemble learners will be higher.

While noticing the responses of the wrongly classified utterances of SVM and GMM Classifiers, one
classifier produces positive peaks while the other one either gives flat or negative peaks. Thus when these

Figure 2: Comparison of GMM, SVM classifiers using samples of the emotion ‘Fear’ EMO-DB corpus
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two classifiers responses are directly added it may produce a neutral effect. Instead, if this pattern is given for
a third classifier, it may learn to interpret the right response. An ideal emotion recognition system must
recognize emotions present in input utterances irrespective of these variations. The literature shows that
the ensemble of data, features and responses of preliminary classifiers enhances the performance of SER.
The meta-learning approaches used in classifier fusion have been used to model emotions from a high-
level abstraction of utterances. As meta-learner combines the knowledge from independent learning, it is
expected to be a higher level learned model to explain emotion classes well. Thus GMM & SVM
Classifiers are found to be suitable for designing ensemble classifiers.

Figure 3: Comparison of GMM, SVM classifiers using samples of the emotion ‘happy’ EMO-DB corpus

Figure 4: Comparison of GMM, SVM classifiers using samples of the emotion ‘neutral’ EMO-DB corpus
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3.2 Hierarchical Classification Using Interpreter of Responses (IR)

In this method, the SER system has been designed as an ensemble classifier for emotion recognition
from speech. From the above analysis, we found GMM & SVM are suitable for the ensemble. Thus in
the first level classifications, we used GMM & SVM and trained them with a standard feature to classify
emotions. In the second level, we used SVM, as it is a good discriminating classifier, which classifies
emotions, based on interpretation of first level classifiers. SVM has been trained with the responses of
first level classifiers on given input along with the input features to decode emotion.

The functionality of the system is described in Fig. 5. Both of the first level classifiers are trained with the
four emotion classes. The GMM classifier generates a Model for every emotion class.

Eq. (1) represents the parametric GMM,

Nðo; l;
X

Þ ¼ 1

ð2pÞD=2je�1j1=2
e�1=2ðo�lÞT X�1ðo� lÞ (1)

where‘o’-observation vector

μ-mean vector

∑-covariance matrix

When tested with test utterances, the GMM classifier generates the probability of the utterance belonging
to the model of a given category. The probability distribution of the test sample ‘ x ‘ over ‘N’ components is
calculated using Eq. (2).

PðxÞ ¼
XN
n¼1

anNðx=ln; eÞ (2)

where N-number of Gaussian mixtures.

αn is the prior probability and (mixture weight), 0<αn<1.

Thus GMM provides a probability value of test utterance belonging to different classes.

Similarly, SVM Classifier is used to model emotions. The linear SVM has many advantages-It is steady,
doesn't over-fit and has therefore been used in our experiments. SVM takes an input feature vector and
generates models for every emotion class. Using these emotion models, SVM classifies input utterances
and also produces a discriminant function value, which comprises a score value for every emotion class.

Figure 5: Framework of the proposed classifier
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The mapping function is f(x, w) = argmax(y), where w is the linear function of x and y. x is the corresponding
input feature vectors, and y is the emotion class label. Finally, the test sample takes up the emotion label of
the class, which produces maximum functional value among all the emotion classes. The radial basis function
is given by Eq. (3).

f ðxÞ ¼ b0
XN
i2S

anKðx; xiÞ (3)

x is the feature vector extracted from the test utterance.

xi is the feature vector extracted from the i'th sample in set S belongs to an emotion class.

Where an is the learning parameter.

kðx; xiÞ ¼ exp �kx� xik2
2e

 !
(4)

Whereas K(x, xi) is the Radial basis Kernel given by Eq. (4).

The level 2 classifier SVM has been trained with the feature vector formed using three components;
namely discriminant function values of SVM, acoustical likelihood functional value of GMM, and
Acoustical feature vectors of input speech. Interpreter of Responses (IR) has been trained with these input
feature vectors. On training, support vectors are formed and the system predicts the test sample based on
the distance with these vectors. IR maps the input speech to an emotion label which has a higher support
value for the input sample among all emotional categories.

4 Empirical Environments

This section deal with the corpus, features and experimental details like the ratio of training and testing
files and the environment.

4.1 Speech Corpora

The extensive empirical analysis was carried out with the various emotional speech corpora namely;
EMO-DB, SAVEE Database, Spanish Emotional Speech Corpus, IITKGP-SESC, and CMU's Woogles
corpus evaluate the performance of the classifiers. The details of those corpora are provided in Tab. 1.

Table 1: Database description

Corpus Source Number and list of emotions No. of samples
(For 4 emotions)

# Speakers

EMO-DB [36] 7 anger, boredom, fear, happy, sadness and
neutral

341 5 male,
5 female

IITKGP-SESC [37] 8 anger, compassion, disgust, fear, happy,
neutral, sarcastic and surprise

240 for a speaker 5 male,
5 female

SAVEE [38] 7 anger, disgust, fear, happy, sad, surprise
and neutral

299 4 male

CMU's
Woogles

[39] 5 happy, sad, anger, fear and neutral 918 7 female

Spanish
emotional
corpus

[40] 5 anger, fear, neutral and happy 3850 a male & a
female
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4.2 Integrated Corpus

A strong system to predict emotion class from speech may be built using a corpus with wide variations.
Researchers are working with merging two different corpora and allowing two classes of emotions for the
same emotional category (example berlin_Anger and Danish_Anger). Enormous variations are present in
an integrated corpus, thus acts a good base for real-time application development. To achieve such
corpus, we integrated the above said 5 corpora into a single one by combining utterances from alike
emotion categories of different corpora into a unique category. For example, afraid of Woogles corpus
and fear of other corpora are combined as a unique fear collection. Thus the proposed SER system
developed this integrated corpus of versatile is expected to be more robust than the system built on the
single corpus.

4.3 Acoustical Features

The experiments were carried out to build and evaluate conventional systems and proposed systems
using standard feature MFCC_D_A and the paralinguistic feature set EC-2010 provided for Emotion
Challenge conducted in Inter speech conferences in the year 2010.

The acoustical feature MFCC is found to be a simple, reasonably good, and dominant feature for
analyzing emotions in speech. The empirical analysis carried out shows that, MFCC is a representation of
the short-term power spectrum of a sound, based on linear cosine transform of a log power spectrum on a
nonlinear Mel scale of frequency. We considered 39 dimensions of MFCC vectors with 13 MFCC
coefficients along with 13 delta coefficients and 13 acceleration coefficients.

The feature set EC 2010 contains Low-Level Descriptors (LLD) like Intensity, Loudness, 12 MFCC,
Pitch (F0), The feature set also includes delta coefficients computed from LLD and the functional values
like Min/Max, arithmetic mean. Finally, there are 1582 features formed from these LLD features.

4.4 Experimental Environments

The cross-validated data partition ensures the stability of the system. The samples to form the training set
for every emotion class was formed by picking samples at arbitrary style. Also, it is ensured that the set
covers utterances from all the speakers. With each fold of corpus, experiments were carried out with
4 emotion categories which are common across all corpora, GMM, SVM and Fused classifier IR
separately. Further tests were carried out by having 75% of training files and 25% testing files. The
reported results were obtained from the 75:25 strategic partition. The evaluation parameters recall,
precision, accuracy and F1measure are used for the performance comparison analysis.

Experiments are carried out with the following objectives:

� To ascertain that the proposed hierarchical classification system achieves better performance than
traditional monolithic systems in a specific corpus environment.

� To ascertain that the proposed hierarchical classifier system performs better than conventional
monolithic classifiers in an integrated corpus environment.

� To ascertain that the proposed system outperforms existing systems available in the literature.

4.4.1 Corpus Specific Emotion Recognition
The corpus-specific emotion recognition system is built using a specific emotion corpus. These systems

were built individually with the above said five corpora. Tab. 2 shows the recall, accuracy, precision & F1
measure produced by conventional classifiers and IR classifier when tested in a specific corpus
environment using feature vector MFCC_D_A.
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Concerning recall value, the hierarchical classifier is always a boon to the base level classifier. In the case
of SAVEE and CMU's Woggles corpus, the yield is too high at the maximum of 35.11 and an average gain of
17.73%.

The accuracy obtained by Hierarchical classifier IR in comparison with GMM/SVM classifier is better
than the best. Depending upon the variation in the expression, the yield of IR varies. For instance, in the
Spanish corpus, the number of speakers is two, IR gets little improvement than the performance of the
traditional classifier. The IIT corpus was recorded in a noise-free environment, and the corpus available
with us consists of only single speaker recordings.

Thus we have obtained good performance metrics from all the classifiers compared to other corpora,
despite less number of training samples involved in this corpus (Total samples 60 per class, which is
lesser than other corpora). IR retains the best accuracy.

Table 2: Performance of GMM, SVM, IR classifiers when employed on different corpora & feature vector
MFCC_D_A

Recall

Classifier/DB EMO-DB IIT SAVEE Woo Spanish Average

GMM 72.66 76.67 67.47 60.81 77.74 71.07

SVM 74.22 91.67 68.28 65.04 78.25 75.49

IR 81.5 91.67 91.67 87.88 85.69 87.68

Gain of IR 9.81 0 34.26 35.11 9.5 17.73

Accuracy

Classifier/DB EMO-DB IIT SAVEE Woo Spanish Average

GMM 77.11 76.67 72.97 53.95 78.77 71.89

SVM 79.52 91.67 72.97 67.98 82.62 78.95

IR 84.34 91.67 93.24 86.4 88.14 86.76

Gain of IR 6.06 0 27.78 27.1 6.68 13.52

Precision

Classifier/DB EMO-DB IIT SAVEE Woo Spanish Average

GMM 77.45 77.55 67.7 55.49 76.96 71.03

SVM 76.84 91.67 67.74 72.1 80.26 77.72

IR 85.37 0 91.67 85.95 86.81 86.58

Gain of IR 10.22 0 35.84 19.2 8.17 14.69

F1 measure

Classifier/DB EMO-DB IIT SAVEE Woo Spanish Average

GMM 74.98 77.11 67.59 58.03 77.35 71.01

SVM 75.5 91.65 68.01 68.39 79.24 76.56

IR 83.39 91.67 91.84 86.9 86.25 86.12

Gain of IR 10.44 0.02 35.05 27.06 8.84 16.28
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Even if one of the classifiers is performing well, the hierarchical classifier gets the influence of a better
recognizing classifier. In the case of the SAVEE database, the average precision obtained by GMM and SVM
are equal, but the percentage of recognition is not evenly obtained from 4 emotional classes in these
classifiers. The accuracy obtained for Fear is found to be superior at the GMM classifier, where the SVM
classifier's accuracy toward happiness is better than GMM. Thus, the hierarchical classifier IR is
functioning well in these situations to remove the ambiguity with a high relative yield.

Similar to recall, the gain of accuracy is high in SAVEE, and Woogles corpus reaches a maximum gain
of 27.78% for SAVEE, and the overall average gain from all 5 corpora is 13.52%.

Precision identifies the truth of the prediction, the percentage of the correctness if the response of the
classifier. In the SAVEE database, the precision obtained by IR is better than the other classifiers by
35.84%, which is the maximum gain among all corpora. On the average of all corpora, IR gains 14.69%
compared to traditional classifiers.

A good classifier should not only, recognize, its class, but also reject the negative samples. The F1
measure measures the harmonic mean between accuracy and precision. F1 measure shows how well does
the system reject negative example and how well does it identify a positive example. Hierarchical
Classifier-IR is performing better than conventional classifiers in this F1 measure too and provides an
average improvement of 16.28%.

The results show that the system works well when built using standard feature MFCC_D_A and the
stability of the system has been validated further using feature set EC-2010. Various performance metrics
of the systems namely accuracy, recall, F1 score are presented in Tab. 3. The results show that the
hierarchical classifier IR is functioning better than conventional classifiers concerning all evaluation
parameters in a specific-corpus environment.

Table 3: Comparison of classifiers using various parameters with different corpora using feature set EC2010

Accuracy

Classifier EMO-DB IIT SAVEE Woo Spanish Average

GMM 78.31 93.33 78.38 62.28 79.9 78.44

SVM 83.13 93.33 83.78 67.54 87.92 83.14

IR 86.75 93.33 93.33 86.84 88.13 89.68

Gain of IR 4.35 0 11.4 28.57 0.24 8.91

Precision

Classifier EMO-DB IIT SAVEE Woo Spanish Average

GMM 77.3 93.32 79.97 62.68 77.11 78.08

SVM 84.93 93.32 81.93 67.67 86.8 82.93

IR 87.51 93.32 92.59 86.26 87.22 89.38

Gain of IR 3.03 0 13.01 27.48 0.48 8.8

Recall

Classifier EMO-DB IIT SAVEE Woo Spanish Average

GMM 74.18 93.33 73.33 65.18 77.89 76.78

SVM 79.4 93.33 80.8 64.72 85.54 80.76
(Continued)
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4.4.2 Emotion Recognition in Integrated Corpus
The Tab. 4 shows the consolidated performance of the various classifiers when trained and tested on an

integrated corpus. The performance of IR is better than the primary level classifier used in system building in
both feature sets MFCC_D_A as well as in the EC-2010 Feature set. The EC-2010, recognize emotion better
than MFCC_D_A.

Results of our systems are compared with published results of existing systems on emotion recognition
when tested with appropriate corpora and presented in Tabs. 4 and 5. From the Tables of the result, it is
observed that our system is performing significantly better compared to existing systems in a specific
corpus environment.

Table 3 (continued)

Recall

Classifier EMO-DB IIT SAVEE Woo Spanish Average

IR 83.86 93.33 91.88 88.27 85.82 88.63

Gain of IR 5.61 0 13.7 35.43 0.33 11.01

F1 measure

Classifier EMO-DB IIT SAVEE Woo Spanish Average

GMM 75.71 93.33 76.51 63.91 77.5 77.39

SVM 82.07 93.33 81.36 66.16 86.16 81.82

IR 85.65 93.33 92.23 87.25 86.51 88.99

Gain of IR 4.35 0 13.36 31.88 0.4 10

Table 4: Performance of classifiers on integrated corpus

Performance on classifiers employed with MFCC_D_A feature set

Parameters GMM SVM IR

Accuracy 64.51 69.35 74.18

Precision 62.64 66.88 72.54

Recall 62.31 66.37 71.97

F1 62.48 66.62 72.25

Performance on classifiers employed with ‘EC-2010’ feature set

Classifier/parameter GMM SVM IR

Accuracy 64.98 75.37 76.23

Precision 63.75 74.11 74.97

Recall 62.9 73.24 73.93

F1 63.32 73.67 74.45
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From these observations, it is found that the hierarchical hybrid ensemble classifier outperforms in every
case, concerning the evaluation parameter recall, precision, accuracy andF1 measure. The results show that
on average, in the corpus specific environment, our hierarchical classifier performance is improved by
13.23% for SVM and 17.57% concerning the GMM classifier as shown in Tab. 3.

4.5 Comparison with Existing Systems

This section provides a comparative analysis of the proposed system with the state of art systems. The
comparison is based on the factors; conditions used for selecting a strategic partition of training files and
testing files, and the methodology used for building the system. Emotion varies across various
parameters, to reduce the effect on variations the new classifier has been designed. The system has been
compared with various existing systems in literature. Though many systems have been developed in
specific-corpus environments, the emotion recognition in wild or in real-time work is comparatively
lesser. To achieve that, we have taken the mixed corpus environment to test the emotion. Here the system

Table 5: Comparison of the proposed system with existing systems in mixed corpus environment

Article Corpora Methodology Emotional class
description

Accuracy

[18] EMO-DB,
NTU-Asian
dataset, NTU-
American
dataset

Multilevel
approach using
ANFIS,
GenSoFNN and
MLP

4 classes; anger, fear,
happy, neutral.

59.5% was obtained with a
mixture of 3 corpora & 64.6%
is for 2 corpora mixture with
strata of test: train 1:1

[31] BabyEars &
Kismet,
Berlin-Danish
emotional
corpus

Segment based
approach
employed in
integrated corpus

Berlin_neutral, happy,
anger and sadness,
Danish_neutral, happy,
anger and sadness

72.2% using SVM classifiers

[33] BabyEars &
Kismet

SBA in IC 6 Classes approval,
attention
prohibition_Kismet, and
approval, attention,
prohibition_Babyears

74.70%

[41] Spanish,
English,
German and
Arabic

Subjective
analysis

6 emotional classes 42% with monolingual
speakers

[42] IEMOCAP,
FAU AIBO

MFCC, SDC/
DNN

7 51.5

[43] Berlin,
Beumo, DES,
RUSL

Speaker, power
AND
L2 normalization

8 62.2

Proposed
system

Integrated
corpus

IR 4 emotions 74.18% strata of 1:4
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has been trained and tested with a corpus of different acoustical, cultural and linguistic environments. The
proposed system is providing better accuracy compared to the other system present in the literature.

5 Conclusion

The background is defined as the recording environment, gender, age language of the speaker and the
text utterance. Since, the background, has a strong influence on emotion recognition, the accuracy reduces
when training and testing corpora are of different backgrounds. Thus we formed an integrated corpus by
merging various corpora, reordered from different backgrounds. SER systems modeled with mixed
corpora is more versatile in recognizing emotion from different backgrounds.

An ensemble technique has been proposed to address this issue. The proposed system is a two-level
classification system. At the primary level of the classifier is built with SVM and GMM classifiers. In the
secondary level, the intermediate responses of primary classifiers are handled using an ensemble
classifier-Interpreter of Responses (IR)-a multi-class SVM. As the intermediate responses of primary
classifiers are used to train the second level classifier. Consequently, the response of the final classifier is
expected to be better even if there is a less negative correlation on direct outputs of primary classifiers of
the test utterances.

EMO-DB, IITKGP-SESC, Spanish Emotional Corpus (ELRA-S0329), SAVEE, and CMU'S Woggles
corpus were used for the extensive empirical analysis in a specific corpus and integrated corpus
environments. It is observed from the experiment that there is an improvement in performance regarding
the accuracy, precision, recall, and F1 measure. The average of specific corpus environments of 5 above
said corpora.

GMM and SVM classifiers recognize emotions with the accuracy of 71.89% and 78.95% respectively,
whereas IR approaches 86.76%. IR method also produces an improvement of 14.22% in F1 measure over
conventional approaches. Furthermore, the performance of the proposed system is better than the
published results of SERs in multilingual and mixed corpus environments too.

The proposed approach produces an accuracy of 74.18% in an integrated corpus developed from
5 corpora, while 74.7% was reported recognition accuracy with a mixture of two corpora, and 18%
accuracy obtained when emotion was recognized against two corpora of two different regional languages.
To conclude, the proposed classifier is stable & generic despite changes in the recording environment.

The proposed work may be tested with some more classifiers as primary classifiers. The work may be
extended by synthesizing augmented data for the corpora which are weak in the number of samples. The
generic nature of the proposed classifier has to be enriched by increasing various corpora, so that the
system may be suitable for recognizing spontaneous real-time emotion accurately.
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