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Abstract: Breast cancer is one of the deadly diseases prevailing in women. Earlier
detection and diagnosis might prevent the death rate. Effective diagnosis of breast
cancer remains a significant challenge, and early diagnosis is essential to avoid the
most severe manifestations of the disease. The existing systems have computa-
tional complexity and classification accuracy problems over various breast cancer
databases. In order to overcome the above-mentioned issues, this work introduces
an efficient classification and segmentation process. Hence, there is a requirement
for developing a fully automatic methodology for screening the cancer regions. This
paper develops a fully automated method for breast cancer detection and segmenta-
tion utilizing Adaptive Neuro Fuzzy Inference System (ANFIS) classification tech-
nique. This proposed technique comprises preprocessing, feature extraction,
classifications, and segmentation stages. Here, the wavelet-based enhancement
method has been employed as the preprocessing method. The texture and statistical
features have been extracted from the enhanced image. Then, the ANFIS classifica-
tion algorithm is used to classify the mammogram image into normal, benign, and
malignant cases. Then, morphological processing is performed on malignant mam-
mogram images to segment cancer regions. Performance analysis and comparisons
are made with conventional methods. The experimental result proves that the pro-
posed ANFIS algorithm provides better classification performance in terms of higher
accuracy than the existing algorithms.
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1 Introduction

The abnormal growth of cells abruptly leads to cell burst, known as cancer. It is a life-threatening disease
throughout the world [1–3]. Various kinds of cancers, such as brain cancer, lung cancer, cervical cancer, and
breast cancer, occur in people due to their genetic, age, food habit, and working environment. Cervical and
breast cancers have occurred only in women among these known cancers. These two types of cancers in
women are silent cell killers, which can only create severe symptoms, leading to death [4]. The early
detection and diagnosis of cancer could minimize the death rates. Medical image processing is the
evolving methodology for detecting and classifying various cancer-affected images. In this paper, breast

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Computer Systems Science & Engineering
DOI: 10.32604/csse.2023.022687

Article

echT PressScience

mailto:laxmirengaraj1980@gmail.com
http://dx.doi.org/10.32604/csse.2023.022687
http://dx.doi.org/10.32604/csse.2023.022687


cancer can be detected and classified using image processing algorithms. It uses ultrasound, Magnetic
Resonance Imaging (MRI), and Mammography techniques to screen the human body’s cancer regions or
abnormal regions. Among these scanning techniques, mammography uses a low density of x-rays to
screen the breast’s internal regions [5,6]. Hence, it is known as a popular breast cancer screening tool today.

This paper identifies the cancer regions in breast images using mammography. The cancer regions in
mammograms are categorized as benign and malignant depending on the abnormal masses’ size, location,
and density. The benign is the non-cancerous cells that cannot be spread into nearby regions, and proper
medications can cure them. The malignant is the cancerous cells that spread to nearby cells and lead to
death. Hence, there is a requirement for developing the methodology for screening the malignant regions
in mammogram images.

Figs. 1a–1c shows the normal, benign case and malignant case mammogram images, respectively.

At present, the radiologist or medical experts scan the mammogram images manually and identify the
regions affected by cancer cells. It is a time-consuming process that is not suitable and reliable for a large
population screening environment. To overcome such limitations, there is a need for developing an
automatic methodology for detecting and segmenting cancer areas in mammogram images. Hence, this
paper uses medical image processing methods such as machine-leaning algorithms to detect and screen
cancer areas in mammogram images.

Ubeyli [7] presented an integrated view of implementing ANFIS for breast cancer detection. The
Wisconsin breast cancer database contained records of patients with known diagnoses. The ANFIS
classifiers learned how to differentiate a new case in the domain by giving training set of such records.
The ANFIS classifier had been used to detect breast cancer when nine features defining breast cancer
indications were used as inputs. The ANFIS model combined the neural network adaptive capabilities
and the fuzzy logic qualitative approach. The impacts of the features for the detection of breast cancer
were obtained through the analysis of the ANFIS technique. The performance of the ANFIS model is
evaluated in terms of training performances and classification accuracies. The results confirmed that the
ANFIS model has significant potential in detecting breast cancer.

The main problem of this research work is breast cancer detection and segmentation using ANFIS
classification approach. Numerous research and methodologies are introduced, but the breast cancer
identification accuracy is not ensured significantly. The existing approaches have drawbacks with time
consumption and inaccurate classification results. To overcome the above-mentioned issues,
morphological segmentation and ANFIS classifier have improved the overall detection performance. The
main contribution of this research is preprocessing, feature extraction, classification, and segmentation.
The proposed method provides more accurate results using effective algorithms for the given database.

Figure 1: Mammogram images (a) Normal image (b) Benign case (c) Malignant case
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In rural areas, earlier detection of breast cancer saves much person life. In the present method, the breast
cancer detection process is tedious and expensive due to the implementation of complex algorithms. Hence,
there is a need for developing a simple approach for detecting the cancer regions in mammogram images.
This motivated this research to propose an efficient approach for breast cancer detection. The article is
organized with the following sections. Section 2 details the traditional techniques for breast cancer
detection and segmentation, Section 3 suggests a novel methodology for screening cancer areas in
mammogram images, Section 4 discusses simulation outcomes and its performance analysis with
conventional techniques, Section 5 discusses the findings of the research in the conclusion section.

2 Literature Survey

Shrivastava et al. [8] used a median filtering algorithm for detecting and removing the noises from the
source mammogram image. The Seeded Region Growing algorithm was employed to segment the cancer
regions on the mammogram image. This work was tested using the mammogram images available in
MIAS dataset. The researchers acquired 96.1% accuracy and 94% of detection rate.

Suresh et al. [9] used the deep learning model to classify and segment abnormal cancer regions in
mammogram images. The Laplacian filter was used on mammogram images to detect and remove noise
contents. Then, Histogram of Oriented Gradients features and energy features were computed from the
denoised mammogram image. These combined features are then classified using deep neural networks,
which categorize source mammogram images as normal or abnormal. Finally, a modified-Adaptively
Regularized Kernel-based Fuzzy-C-Means segmentation algorithm was used to segment the cancer areas
on abnormal mammogram images. This method used mammogram images from MIAS dataset. This
work acheived 98.85% F-measure and 96.7% of average accuracy.

Ragab et al. [10] proposed a methodology for detecting and segmenting the cancer areas in mammogram
images utilizing the integration of machine learning and deep learning algorithms. This paper used a
threshold approach to select the region of interest in abnormal mammogram images. Then, deep
Convolutional neural networks AlexNet was used on the selected region of interest to extract the internal
features. Then, these internal features were trained and classified by Support Vector Machine (SVM)
classification algorithm, which classified the mammogram images into normal and abnormal cases. The
researchers used their suggested method on mammogram images present in the MIAS database, and they
obtained 96.8% of sensitivity, 97.3% of specificity, 97.6% of accuracy, 95% of detection rate.

He et al. [11] presented a classification of mammograms using features extracted using Hough
transform. Hough transform is a two-dimensional transform. It is used to isolate features of a particular
shape in an image. Miniaturized scale characterization and masses are the two most vital threat markers,
and their mechanized identification is exceptionally important for early breast cancer diagnosis. Since
masses are regularly undefined from the encompassing parenchymal, computerized mass location and
arrangement is significantly additionally difficult. This paper presented the strategies for classification and
feature extraction. Here, Hough transform has been used to detect features of mammograms image, and it
is classified using SVM. The classification accuracy is more by the use of SVM classifier. This method is
tested on 95 mammograms images collected and classified using SVM. The result shows that the
proposed method effectively classifies the abnormal classes of mammograms.

Vijayarajeswari et al. [12] combined computer image processing technology and deep learning
technology to perform automatic breast cancer detection on Whole Slide Images (WSI). The main works
of this paper were (1) extracting patches from WSIs to obtain training set and testing set. (2) Train
classification models based on CNN to classify cancer areas. (3) Train feature extraction network model
via Convolutional Neural Network (CNN) and transfer learning. Then, CNN features are combined with
texture features to train the SVM classifier. The classification model has been used for cancer detection.
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And this classification method has higher accuracy. (4) Choose the best solution for classification to achieve
automatic detection of cancer regions on large-scale pathological images via sliding window and voting
scoring. And the final detection results almost approached the diagnosis of professional pathologists.

Dhungel et al. [13] used deep learning algorithm for detecting the abnormal mass regions in
mammogram images. The authors applied the data augmentation process to improve the number of
mammogram images to achieve a high classification accuracy level. Then, probabilistic linear features
were computed from each image from the data augmentation process, and they were trained and
classified using a deep learning algorithm. Chu et al. [14] proposed fully automatic breast cancer
detection and segmentation methodology using a simple linear iterative clustering approach. The clutters
detected and removed from the abnormal mammogram images to improve average segmentation
accuracy. This technique was applied on the mammogram images in MIAS dataset and researchers
acquired 96.3% sensitivity, 96.9% specificity, 97.1% accuracy, and 91% detection rate.

This paper enhances the mammogram image using a novel approach based on the wavelet transform.
Using this novel enhancement approach, the abnormal mammogram image’s classification rate or
detection rate is high. Also, a novel set of moment invariant and LOOP features is derived to classify
normal mammogram images from abnormal mammograms. The performance efficiency of the breast
cancer detection system is improved using these novel methods stated in this paper.

3 Materials and Methods

3.1 Materials

In this work, Mammographic Image Analysis Society (MIAS) [15] dataset is utilized to evaluate the
performance of the proposed methodology for breast cancer detection and segmentation. This dataset is
generated through UK National Breast Screening Programme by UK research groups. It consists of
322 mammography samples digitized to 50 micron pixel edge. The mammogram images in this dataset
are categorized into three types as normal (208 images), benign (63 images), and malignant (51 images).
The size of each mammogram image in this dataset is about 1024 × 1024 pixels as width and height. The
resolution of each mammogram image is about 50 μm× 50 μm and each pixel is quantized into 8 bits.
This dataset consists of both left and right region mammogram images for each patient in DICOM
format. This dataset is available and maintained by University of Essex. The images in this dataset are
categorized into Architectural distorted, benign, and malignant images. This dataset mammogram images
are split into training and testing. The training set (155 mammogram images) consists of 100 normal
images, 30 benign images, and 25 malignant images. The testing set (167 mammogram images) consists
of 108 normal images, 33 benign images, and 26 malignant images.

3.2 Methods

This paper develops a fully automatic methodology for breast cancer detection and segmentation
through ANFIS classification method. This suggested technique contains preprocessing, feature
extraction, classifications, and segmentation stages. Here, the wavelet based enhancement method is used
as preprocessing method. Further, texture and statistical features have been extracted from the enhanced
image. After that, ANFIS classification was used to classify mammogram images to normal, benign, and
malignant cases. The overall suggested methodology for breast cancer detection and segmentation is
shown in Fig. 2.
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3.2.1 Wavelet Based Enhancement
In this paper, bicubic interpolation based DWT is used for mammogram image enhancement process.

Many decomposition methods such as DWT, Singular Value Decomposition (SVD), and Curvelet
transform are available to obtain the sub band images for the enhancement process. This paper chooses
the DWT for the decomposition process due to its high selectivity and scalable property than other
decomposition methods. The visual quality of each pixel is enhanced using harr wavelet function based
DWT. The two-dimensional DWT is applied to the source mammogram image which decomposes the
image into four sub bands as ‘Approximate (LL), Horizontal (LH), Vertical (HL) and Diagonal (HH).
During decomposition procedure, artifacts are generated in each decomposed sub bands. These artifacts
degrade the quality of image. To enhance visual quality of the mammogram image, bicubic interpolation
by the scaling factor of 2, is applied on each decomposed sub bands.

The following algorithm used for enhancing the source mammogram image.

Wavelet based mammogram image enhancement

Input: Source mammogram image (I);

Output: Enhanced mammogram image;

Start;

Step 1:

Decompose the source mammogram image into four sub bands as LL, LH, HL and HH,
correspondingly.

Step 2:

Apply ‘bicubic interpolation’ on each decomposed sub bands in order to eliminate the artifacts;

Figure 2: The proposed model for breast cancer detection and segmentation
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Step 3:

The LL band is now subtracted from the source mammogram image as depicted in the following
equation.

SubtractedimageðSIÞ ¼ I � LL (1)

Step 4:

Optimize the coefficients in each sub band using the following equations.

OLL ¼ SI � LL

32
(2)

OLH ¼ SI � LH

32
(3)

OHL ¼ SI � HL

32
(4)

OHH ¼ SI � HH

32
(5)

Step 5:

Apply inverse DWT using the optimized sub bans with ‘harr’ wavelet function using the following
equation.

EnhancedImage ¼ IDWT ðOLL; OLH ; OHL; OHH ; harrÞ (6)

End;

Fig. 3a demonstrate source mammogram image and Fig. 3b demonstrate enhanced mammogram image
by DWT, where the pixels are enhanced.

The size of the source mammogram image (before enhancement process) and enhanced mammogram
image (after enhancement process) is same as 1024 × 1024 pixels as width and height.

Gabor Time-Frequency Transformation

Most of the conventional breast cancer detection is performed on spatial domain, which degrades the
breast cancer detection rate. To improve the detection rate of the breast cancer segmentation, time-
frequency conversion is required. Hence, this paper uses Gabor transform for converting the spatial
domain pixels into time-domain pixels. The Gabor transform is otherwise called as Gabor filter which has

Figure 3: (a) Source mammogram image (b) Enhanced mammogram image by DWT
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the Gabor kernel for performing the conversion function of time to frequency. The enhanced mammogram
image is convolved with the following Gabor kernel.

Gðx; y; u; u; sÞ ¼ 1

2ps2
exp � x2 þ y2

2s2

� �
� exp f2piðux1 cosuþ uy1 sinuÞg (7)

Whereas, θ is the orientation of Gabor filter and it is varied from 0 degree to 180 degree (incrementing by
1 degree), which produces 180 Gabor kernels. The Gabor kernel parameters x1 and y1 are computed using
the following equations (pixel coordinates are depicted by x and y, respectively).

x1 ¼ x � cosðthetaÞ þ y � sinðthetaÞ; (8)

y ¼ y � cosðthetaÞ � x � sinðthetaÞ; (9)

These 180 Gabor kernels are convolved with the enhanced mammogram image to produce the Gabor
transformed image, which has both real and imaginary terms. To eliminate the imaginary terms in Gabor
transformed image, the magnitude of each pixel is computed for each image. The maximum pixel value
for each pixel coordinate is computed, producing the Gabor magnitude mammogram image. Fig. 4 shows
the Gabor time-frequency converted mammogram image.

3.2.2 Feature Extractions
Features are the texture patterns that are used to describe the internal probability functions of each pixel

in the image. This paper uses the following features to differentiate the normal mammogram image from the
abnormal mammogram image.

� Moment Index features.

� LOOP features.

� Law’s texture features.

These texture features are computed from Gabor transformed time-frequency mammogram image and
are described in the subsequent part.

Moment Index Features

The moment level variations of each pixel in Gabor transformed mammogram image are analyzed using
moment index features. The moment index features are computed from the time-frequency transformed
mammogram image and they are given in the following equations.

Figure 4: Gabor time-frequency converted mammogram image
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MI1 ¼ j log’1j (10)

MI2 ¼ j log’2j (11)

where, φ1 and φ2 are the orientation factors.

The orientation of each pixel is represented by two directions φ1 and φ2, respectively and they are
computed using the following equations.

’1 ¼ k01 þ k10 (12)

’2 ¼ ðk20 þ k02Þ2 þ 4 � k211 (13)

where, k is the invariant index factor and it is computed using the probability variations of each pixel with its
nearby pixel in its corresponding orientation direction.

The invariant index factor is computed using the following equation,

kxy ¼
lxy

ðl00Þp
; p ¼ xþ y

2ðx� yÞ (14)

The mean index factor is depicted by μ, and it is computed using the following equation.

lxy ¼
X
i

X
j

ðx� xjÞ2 � ðy� yjÞ2 � Iði; jÞ (15)

The parameters x| and y| are computed using the moments of the factors using the following
equations,

xj ¼ m10

m01
; yj ¼ m20

m02
(16)

mpq ¼
XX

p2 � q2 � Iði; jÞ
ðp� qÞ (17)

The moment Index Features produces two feature values for single mammogram image. Hence, the total
number of moment index features derived from 155 mammogram images in the training phase is 310.

Local Optimal Oriented Pattern (LOOP) Features

LOOP features describe the rotation invariance of each pixel in mammogram image. Many visual
pattern recognition tasks used these features to describe the image regions’ various patterns for repeated
local patterns. It is basically derived from Local Binary Pattern (LBP). It uses eight Kirsch’s kernels as
shown in Fig. 5 at different directions East, North-East, North, North-West, West, South-west, South and
South-East.

Figure 5: Eight kirsch’s kernels for LOOP feature computation
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The Gabor transformed image is split into 3*3 overlapping regions, and LBP are computed for each
3*3 overlapping region. The computed LBP pattern consists of eight binary values, and this LBP pattern
is convolved with Kirsch’s kernel individually. The LBP values are derived for each computed convolved
sequence and the maximum value is chosen as LOOP feature. The same procedure is repeated for other
non-overlapping regions till the end of the pixel in Gabor transformed image. Fig. 6 shows the LOOP
feature extracted mammogram image.

The LOOP Features produces the feature image that has the same Gabor transformed image size. The
size of the Gabor transformed mammogram image is about 1024 × 1024 pixels as width and height Hence,
the total numbers of LOOP features derived from 155 mammogram images in case of training phase is
162*106.

Law’s Texture Features

In this paper, the two energy features are computed for every pixel in mammogram image using Laws
texture features described in [16]. The Laws texture features produce two feature values for single
mammogram image. Hence, the total number of moment index features derived from 155 mammogram
images in the training phase is 310. Hence, total number of features derived from the Gabor transformed
mammogram image is about 310 + 162*106+ 310. These features are stored in matrix format and fed into
the classification architecture.

3.2.3 Classifications
The extracted features are trained and classified utilizing the classification technique, which classifies the

source patterns concerning the reference patterns. The reference patterns are called trained patterns. The
classifier receives the extracted feature set from the source mammogram image, and the features can be
categorized into three distinct classes: benign, malignant, and normal case. Most of the conventional
breast cancer detection and classification system used NNs, SVM, and Bayesian classifiers to classify the
extracted features. Though these traditional classifiers had simple architecture, the classification or
detection rate was not optimum for further cancer region segmentation. To overcome such limitations in
conventional classifiers for breast cancer detection and classification, the proposed method here utilizes
ANFIS classification algorithm, which has features of both NN and Fuzzy systems. In this paper,
unsupervised classification architecture is used to obtain the optimum detection rate compared with
supervised classifier [17,18]. This ANFIS classifier functions into two sets of modes: training and testing.
The training phase of ANFIS classifier receives the features from the normal, benign, and malignant
mammogram images from the open-access database, which produces the trained patterns. The testing

Figure 6: LOOP feature extracted mammogram image
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phase of the ANFIS classifier receives the features from the source mammogram image, which is to be tested
or classified with the trained patterns, producing the multi-class response as class 1, class 2 and class 3. Class
1 represents the normal mammogram image, class 2 represents the benign mammogram image, and class
3 represents the malignant mammogram image. Fig. 7a shows the flow chart for the proposed breast
cancer detection and classification methodology and Fig. 7b shows the ANFIS architecture for the
proposed methodology.

In Fig. 7b, the extracted features from normal and abnormal mammogram images are given into the
variables ‘x’ and ‘y’, respectively. Layer 1 performs the fuzzification process using the extracted features
from the mammogram image. The response from this layer is given to Layer 2, where the weights of
each extracted feature are computed. These computed weights of the features are normalized in Layer 3.
The defuzzification process is performed in Layer 4, which produces the accumulated normalized weights
to layer 5. Layer 5 produces three classes. Fig. 8a shows the non-cancer affected mammogram images

Figure 7: (a) Flow chart for proposed breast cancer detection and classification methodology (b) ANFIS
architecture
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which do not contain any cancer pixels in it and Fig. 8b shows the cancer affected mammogram images
which consist of cancer patches in it.

3.2.4 Segmentation
The ANFIS classifier classifies the source mammogram image normal, benign, and malignant images.

Benign and malignant images belong to abnormal cases, in which the cancer region is visible in malignant
images only. Hence, there is a need to segment the cancer pixels in classified malignant mammogram images.
For this segmentation purpose, watershed segmentation algorithm and region growing algorithm were used
in the conventional segmentation process. The cancer segmentation accuracy was not optimum using these
segmentation techniques. To enhance cancer segmentation accuracy, this article utilizes a morphological
processing algorithm to segment cancer regions in classified malignant images. This algorithm consists of
two segmentation process as morphological dilation and erosion. The dilation process increases the pixel
density of the classified malignant image (f) by 2 mm radius as structuring element (s). Further, the
erosion process decreases the pixel density of the classified malignant image by 2 mm radius as
structuring element (s).

The morphological dilation procedure is showed as given,

f � s ¼ ðf�sÞ � s (18)

The morphological erosion procedure is showed as given,

f � s ¼ ðf � sÞ�s (19)

The eroded image is currently pixel subtracted from the morphologically processed dilated image, which
clearly detects then segments the cancer pixels in classified malignant mammogram image. Fig. 9a shows the
source mammogram images from the MIAS dataset, Fig. 9b shows the cancer region segmented
mammogram images by the proposed method and Fig. 9c shows the ground truth images available in the
MIAS dataset.

Figure 8: Mammogram images (a) Non-cancer case (b) Cancer affected case
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4 Results and Discussions

In this paper, the proposed methodology for breast cancer detection and segmentation system is applied
on a large set of open access mammogram images available in (MIAS) dataset. This paper uses MATLAB
R2016 for simulating the proposed methodology with the hardware specifications of Intel Core Duo
Processor 2.4 GHz and 4 GB RAM internal memory. The performance of the proposed breast cancer
detection and segmentation methodology is analyzed in terms of following parameters.

� Detection Rate (DR).

� Sensitivity (Se).

� Specificity (Sp).

� Accuracy (Acc).

� Positive Predictive Value (PPV).

� Negative Predictive Value (NPV).

� Disc Similarity Coefficient (DSC).

DR is the proportion of mammogram images exactly detected and total mammogram images considered.
It is calculated in percentage and varies between 0 and 100. It is depicted in the following equation.

DR ¼ Number of mammogram images exactly detected

Total mammogram images considered
� 100% (20)

Extracted statistical and texture features contribute a significant part in obtaining a high detection rate, as
depicted in Tab. 2. From Tab. 1, the proposed system with moment index feature alone achieves 78.1%
of DR, with LOOP feature alone achieved 81.5% of DR, and with Laws texture feature alone achieved
79.65% of DR.

To improve the DR for the suggested method, extracted features are joined together. The combinations
of the extracted features Moment index and LOOP features achieved 85.2% of DR. The combinations of
Moment index and Laws texture features achieved 87.9% of DR. The combinations of LOOP and Laws
texture features achieves 88.6% of DR. The combinations of all features achieved 98.65% of DR, as
illustrated in Tab. 2.

Figure 9: (a) Source mammogram images from MIAS dataset (b) Cancer region segmented mammogram
images by proposed method (c) Ground truth images available in MIAS dataset
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This paper correctly detects 207 normal mammogram images as normal case over 208 normal images,
62 benign mammogram images as benign over 63 benign images and 50 malignant mammogram images as
malignant over 51 malignant images. Hence, the proposed system stated in this paper achieves 99.51% of DR
for normal mammogram case, 98.41% of DR for benign case, and 98.03% of DR for malignant case. Hence,
the average DR for the proposed breast cancer detection and segmentation system is nearly 98.65%.
Sensitivity is the ability to identify cancer-affected mammogram images correctly and the Specificity is
the ability to identify non-cancer affected mammogram images correctly. Accuracy is defined as the
ability to detect cancer affected and normal mammogram images correctly. Positive predicted value is the
likelihood that the mammogram images with a positive result have cancer-affected regions. Negative
predicted value is the likelihood that mammogram images with a negative rate have normal regions only.

Table 1: Inference of existing methods for breast cancer detection

S.
No

Author details Methodology Merits Demerits

1. Shrivastava
et al. (2020)

Seeded region
growing

It is used for detecting and removing
the noises from the source
mammogram images.

However it has issue with
time complexity

2. Ragab et al.
(2019)

SVM classifier Increases the classification accuracy
and specificity rates

It has issue with noise rates

3 Vijayarajeswari
et al. (2019)

Hough
transform

High detection rate Time consumption is high

4 He et al. (2018) CNN classifier High sensitivity and Accuracy Requires high number of
mammogram images for
training process

5 Dhungel et al.
(2017)

Deep learning
algorithm

It achieves high level of classification
accuracy
Overall efficiency is greater

This technique has issue
with longer training time

6 Chu et al.
(2015)

Linear iterative
clustering
approach

It reduces missclassification rate and
increase the sensitivity rates

However it has issue with
optimal results

Table 2: Impact of feature extractions on DR

Features combination* DR (%)

F1 78.1

F2 81.5

F3 79.6

F1 + F2 85.2

F1 + F3 87.9

F2 + F3 88.6

F1 + F2 + F3 98.65

Note: *F1: Moment Index Features; F2: LOOP features; F3: Laws
texture features.
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DSC is the ratio of the number of cancer affected pixels in the mammogram images. All these parameters are
calculated in % and vary [0–100]. They are described as.

Se ¼ TP

TP þ FN
� 100% (21)

Sp ¼ TN

TN þ FP
� 100% (22)

PPV ¼ TN

TN þ FP
� 100% (23)

NPV ¼ TN

TN þ FP
� 100% (24)

Acc ¼ TP þ TN

TP þ TN þ FP þ FN
� 100% (25)

DSC ¼ 2 � TP
TP þ TN þ FP þ FN

� 100% (26)

TP and TN are the number of correctly segmented cancer and non-cancer pixels, respectively. FP and FN
are the number of falsely segmented cancer pixels and non-cancer pixels, respectively. These TP, TN, FP and
FN are computed between the final cancer region segmented mammogram image and the ground truth image
available in open access dataset.

From the above Fig. 10, it can be observed that the comparison metric is evaluated using the existing and
proposed methods in terms of accuracy. For x-axis the methods are taken, and in y-axis the accuracy value is
plotted. The existing methods, such as FCM and SVM algorithms, provide lower accuracy whereas the
proposed ANFIS algorithm provides higher accuracy for the given breast cancer dataset. Thus the result
concludes that the proposed ANFIS algorithm increases the breast cancer classification accuracy through
the best features. In this paper, the proposed breast cancer segmentation methodology is tested on the
group of mammogram images to validate the proposed work’s efficiency. Tab. 3 shows the analysis of the
proposed breast cancer detection and segmentation system. This proposed technique provided 97.9% Se,
98.5% of Sp, 97.4% of PPV, 97.7% of NPV, and 98.8% of Acc on the group of mammogram images
from this open access dataset MIAS. The same performance is also achieved for all the mammogram
images available in this dataset.
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Figure 10: Accuracy comparison
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Here, the significance of the proposed breast cancer segmentation method is analyzed regarding various
segmentation algorithms and simulation outcomes are compared with other segmentation methods. The
proposed method with region growing algorithm achieves 91.6% of Se, 92.9% of Sp, 93.1% of PPV,
93.3% of NPV, 94.1% of accuracy, and 93.7% of DSC. The proposed method with watershed
segmentation algorithm achieves 90.5% of Se, 91.7% of Sp, 92.4% of PPV, 92.1% of NPV, 93.2% of
accuracy, and 93.2% of DSC. Tab. 4 illustrates the impact of the segmentation algorithm on the proposed
breast cancer segmentation methodology. From Tab. 3, it is evident that the proposed breast cancer
segmentation methodology using a morphological segmentation algorithm achieves high-performance
efficiency when compared with other segmentation algorithms.

Tab. 5 illustrates contrasts of suggested breast cancer detection and segmentation methodology with
modern techniques. The efficiency of the proposed breast cancer detection and segmentation method is
compared with existing approaches. Shrivastava et al. obtained 97.1% of Se, 97.3% of Sp, 96.1% of Acc,
94% of DR. Similarly, Suresh et al. obtained 96.5% of Se, 97.1% of Sp, 96.7% of Acc, 93% of DR. On
the other hand, Ragab et al. obtained 96.8% of Se, 97.3% of Sp, 97.6% of Acc, 95% of DR. And, Chu
et al. (obtained 96.3% of Se, 96.9% of Sp, 97.1% of Acc, 91% of DR. Tab. 3 shows that the proposed
breast cancer detection and segmentation methodology stated in this paper achieved higher performance
when compared with other existing approaches.

Table 3: Analysis of proposed breast cancer detection and segmentation system

Images Se (%) Sp (%) PPV (%) NPV (%) Acc (%) DSC (%)

1 97.6 98.2 97.3 97.7 98.8 98.6

2 98.7 98.6 97.9 97.9 98.6 98.6

3 98.6 98.9 97.8 97.1 99.1 99.6

4 97.1 98.5 97.6 98.5 98.6 98.6

5 97.6 98.6 96.8 97.7 98.9 97.7

6 98.9 98.1 96.1 97.3 98.8 98.8

7 97.5 98.9 97.8 98.2 99.2 99.2

8 97.4 98.6 97.2 97.7 98.8 98.1

9 98.6 98.7 98.1 98.3 98.6 98.4

10 97.5 98.6 97.7 97.2 99.3 98.6

Average 97.9 98.5 97.4 97.7 98.8 98.6

Table 4: Impact of segmentation algorithm on proposed breast cancer segmentation methodology

Segmentation algorithms Se (%) Sp (%) PPV (%) NPV (%) Acc (%) DSC (%)

Morphological segmentation approach
(In this paper)

97.9 98.5 97.4 97.7 98.8 98.6

Region growing approach 91.6 92.9 93.1 93.3 94.1 93.7

Watershed segmentation approach 90.5 91.7 92.4 92.1 93.2 93.2
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5 Conclusions

This paper proposes a fully computer-aided screening methodology for identifying the cancer areas in
mammogram images utilizing the ANFIS classifier. This method initially enhances the low-intensity regions
using wavelet enhancement method. To obtain the multi-resolution image, Gabor time-frequency
transformation is applied to this improved image. Further, features are extracted from this image and
classified through the ANFIS classification method. Here, the proposed breast cancer segmentation
method is experimented on group of mammogram images to validate the proposed work’s efficiency. This
paper correctly detects 207 normal mammogram images as normal case over 208 normal images,
62 benign mammogram images as benign over 63 benign images and 50 malignant mammogram images
as malignant over 51 malignant images. Hence, the proposed system stated in this paper achieves 99.51%
of DR for normal mammogram case, 98.41% of DR for benign case, and 98.03% of DR for malignant
case. Hence, the average DR for the proposed breast cancer detection and segmentation method is nearly
98.65%. This proposed method yields 97.9% Se, 98.5% Sp, 97.4% of PPV, 97.7% of NPV and 98.8% of
Acc on the group of mammogram images from this open access dataset MIAS. The same performance is
also achieved for all the mammogram images available in this dataset. Here, the performance of the
proposed breast cancer segmentation method is compared with various segmentation algorithms.
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