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Abstract: In the recent days, the segmentation of Liver Tumor (LT) has been
demanding and challenging. The process of segmenting the liver and accurately
spotting the tumor is demanding due to the diversity of shape, texture, and inten-
sity of the liver image. The intensity similarities of the neighboring organs of the
liver create difficulties during liver segmentation. The manual segmentation does
not provide an accurate segmentation because the results provided by different
medical experts can vary. Also, this manual technique requires a large number
of image slices and time for segmentation. To solve these issues, the Fully Auto-
matic Segmentation (FAS) technique is proposed. In this proposed Multi-Angle
Texture Active Contour Model (MAT-ACM) method, the input Computed Tomo-
graphy (CT) image is preprocessed by Contrast Enhancement (CE) with Non-Lin-
ear Mapping Technique (NLMT), in which the liver is differentiated from its
neighbouring soft tissues with related strength. Then, the filtered images are given
as the input to Adaptive Edge Modeling (AEM) with Canny Edge Detection
(CED) technique, which segments the Liver Region (LR) from the given CT
images. An AEM with a CED model is implemented, which increases the conver-
gence speed of the iterative process for decreasing the Volumetric Overlap Error
(VOE) is 6.92% rates when compared with the traditional Segmentation Techni-
ques (ST). Finally, the Liver Tumor Segmentation (LTS) is developed by applying
the MAT-ACM, which accurately segments the LR from the segmented LRs. The
evaluation of the proposed method is compared with the existing LTS methods
using various performance measures to prove the superiority of the proposed
MAT-ACM method.
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1 Introduction

The liver is one of the significant internal organs located in the abdomen of the human body, which
comprises four distinct lobes such as left lobe, right lobe, caudate lobe, and quadrate lobe. In recent days,
the LT has been the leading cause of adult deaths worldwide. The absolute number of cancer deaths
increased due to population growth and increased life expectancy. The World Health Organization
(WHO) [1] stated that 7.6 million deaths (approximately 13%) were accounted for due to LT across the
world in the year 2010. Global cancer statistics [2] has reported that LT is the second leading cause of
cancer death and the fifth most commonly diagnosed disease among men. The National vital statistics [3]
has recorded that 40,099 LT patients died in 2014, of which 19,208 were men and 20,891 were women.
Also, the survey stated that cancer deaths could increase in future, with an estimation of 11 million
people in the year 2030. To escape this malady, the medical experts who give appropriate treatment and
diagnosis use different imaging modalities.

Medical imaging has been widely used in recent days for an earlier diagnosis and appropriate treatment
of LTs. The imaging modalities are mainly used to spot the liver infection, depict the liver lesions, extract
response to treatment, assessment of surgical treatment, stage neoplasm and chemotherapy pump
placement. There are different types of imaging modalities for LT detection, which include:
Ultrasonography, Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), and
Computerized Tomography (CT).

Among these modalities, CT [4] is considered highly accurate imaging, so diagnosticians prefer it for the
diagnosis of liver disease. It provides more accurate anatomical information about the visualized structures
with increased spatial resolution. Compared to the MRI, it is cheaper, and it detects the more minor changes
between the healthy and liver lesion tissues.

Different STs have been developed, which segment the image with the help of modalities. There are
different types of ST, including manual segmentation, semi-automatic segmentation, and FAS.

In manual segmentation, the medical experts segment the image slice by slice, and the liver frontiers are
recognized contrarily by a dissimilar radiologist or the same radiologist at a different time. The significant
drawbacks of manual segmentation are multiple image slices, intensive time, lack of results, and creating
a distinct dataset, which is a highly complex process. Due to these issues, semi-automatic segmentation is
developed that interactively identifies the seed points for extracting the liver boundary from the selected
regions. However, it has some disadvantages, such as time-consuming, inefficient segmentation results,
and user interaction to segment the liver and precisely locate the tumor. The significant limitations of the
conventional technique, such as the k-means technique and Chan—Vese algorithms are, it is used only for
the low contrast images and the lack of confining edges of the liver from the abdominal CT images. To
reduce the workload of the medical professional and erroneous measurements, FAS is proposed to
automatically segment the liver and tumor from the medical images without user interaction, and it helps
the radiologists assist diagnosis. It works based on prior knowledge of the image that includes the shape
and localization of the liver.

The proposed work is organized as follows: Section 2 discusses the literature survey on various LTS
techniques, the proposed method is presented in Section 3, in Section 4, the results and discussions are
presented, and finally, the conclusion and future work are discussed in Section 5.

2 Literature Survey

Liver CT is the best modality for detecting the LR and the tumor part in the abdomen. The manual
segmentation and classification process can provide misclassification results, and it requires increased
time consumption. Thus, a new system is required to efficiently characterize and detect the abnormalities
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from the medical images [5]. It mainly focuses on the computerized analysis of medical images used by the
radiologists during lesion detection, the assessment of disease extent, and diagnostic decisions. During liver
CT image segmentation, the representation of an image is simplified to analyze the meaningful information
about the liver. In general, the location of both objects and boundaries is determined in the segmentation
stage. The liver organ overlaps with the neighbourhood organs; its intensity value is the same, so
segmenting the liver from the CT image is challenging. Detecting the tumour's location, size, and shape
from the liver part is also a critical task. This section reviews the existing techniques and algorithms that
are developed for LTS. In addition, the advantages and disadvantages of the existing works are also
investigated.

Gloger et al. [6] introduced an adaptive Fast Marching Method (FMM) to segment the liver from CT
images automatically. An automatic seed point selection was performed based on the characteristics and
intensity structure of the liver. In the preprocessing stage, smooth Filtering was used to eliminate the
noise, and the nonlinear gray converter was utilized to enhance the image's contrast. After that, the ribs,
spines and kidneys were removed by implementing the thresholding operation. Here, the authors’ dataset
containing 30 abdominal CT images was used for performance evaluation. The results are analyzed in
terms of True Positive Rate (TPR), False Positive Rate (FPR), False Negative Rate (FNR), and Dice
coefficient. The user does not require to set the parameters for each CT image that reduces the required
amount of time. But this work does not utilize a large number of images during evaluation.

Song et al. [7] developed a local constraint level set model to segment the tumor portion from the liver
images. Here, the likelihood energy was estimated by segmenting the target object with complex regions.
The density distribution of different regions was calculated by using the Gaussian Smoothing Filtering
Technique (GSFT). In experiments, the real-time dataset containing 64 CT images obtained from Shan
Dong Cancer Hospital (SDCH) was utilized to evaluate the performance of the suggested system. The
performance measures such as JD error, Relative Volume Difference (RVD), Average Symmetric Surface
Distance (ASD), RMS distance and MSD were used to test the results. The suggested technique enhanced
the quality of segmented tumor images and reduced the computational complexity.

Li et al. [8] presented an improved region growing and Quasi-Monte Carlo methods for segmenting the
liver from CT images. This work mainly proposes to enhance the liver's segmentation accuracy and reduce
the effect of seed point selection. Here, by denoising and increasing the contrast, the NLMT was
implemented to preprocess the image. The repository of the Medical Image Computing and Computer-
Assisted Intervention (MICCAI) provided images for evaluating the performance. The measures used
were Root Mean Squared Symmetric Surface Distance (RMD), RVD, VOE, and ASD. This system
automatically selects the seed points with increased liver segmentation accuracy. However, this work
utilized only three images to test the segmentation system.

Lu et al. [9] recommended a Deep Convolutional Neural Network (DCNN) for an accurate LTS. Here,
the FGFT was utilized to preprocess the image by reducing the noise. Then, the CNN was trained using the
image patches at each pixel, and the same number of positive and negative samples were randomly sampled.
After that, the tumor portion was segmented from the given image with different patch sizes. The real-time
dataset containing 26 CT images obtained from Zhujiang Hospital affiliated with Southern Medical
University was used to evaluate the performance in experiments. Measures such as Dice Similarity
Coefficient (DSC), precision, and recall were utilized to test the superiority of the ST. This method
segmented the tumor with heterogeneous intensity and fuzzy borders, which was the limitation of this work.

To segment the liver from CT images, Li et al. [10] illustrated a new model, namely Multilevel Local
Region-based Sparse Shape Composition (MLR-SSC). At first, each region's local repository was
modeled, and the input shape was refined in the region by region manner. Then, a hierarchical
deformable model was implemented to derive the initial shape of the liver. The datasets used in this work
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were SLIVERO7 and 3DIRCADB, which were publicly available. The measures used were VOE, RVD,
RMD, and ASD. This technique was highly robust and efficient, but it segmented the liver with small
training sets.

The survey observed that the traditional techniques mainly have drawbacks on time consumption and
increased volumetric overlap error. In order to address these issues, the proposed work aims to develop
an automatic segmentation.

3 Proposed Method

The CT images of the abdomen were obtained from the publicly accessible database 3DIRCADB and
the non-public dataset in this proposed work. The French research institute against Digestive Cancer, known
as IRCAD, in which the Hepato Cellular Carcinoma (HCC), metastases and hemangiomas pathologies exist,
provided the first public 3DIRCADB dataset that contains 20 CT scan images of the liver and, later on, the
corresponding ground truth images. Also, the non-public dataset contained various patient's 10 CT scans in
which 10 slices for each patient are believed to have expert segmentations manually given by the clinical
partner. Meenakshi Mission Hospital and Research Centre, Tamil Nadu, India, are the leading suppliers of
these images.

3.1 Liver Segmentation

The algorithm for LR segmentation to be developed should provide accurate results for the perfect
detection of tumour affected areas. In this work, in order to get an efficient result, preprocessing
technique is used before liver segmentation. In general, the abdomen CT images in the dataset are highly
affected by the noise and other artifacts, and it does not provide accurate results for diagnosis. So, the
images must be preprocessed before the segmentation process for denoising and enhancing the quality for
accurate segmentation. A NLMT is implemented for enhancing the contrast of the image in which the
liver is differentiated from its neighbouring soft tissues with related strengths. This algorithm computes
an equalisation histogram by dividing the given image into separate blocks of suitable sizes [11,12]. Also,
it utilizes the function of the sigmoid filtering technique, and its transformation is illustrated as shown in

Eq. (1).

1
y = (max — min) ————5 + min (1)
e

where the input CT image's pixel value is represented by x, the output LR is represented by y, the output
region's minimum and maximum values of the optimized image are represented by MIN and MAX, the
distance between the liver region's MIN and MAX values is represented by o, and the mean pixel value
is B. Here, the MIN and MAX values are considered for producing the resultant CE liver image [13-16].

After preprocessing the image, the liver is segmented from the filtered image by employing ST. The task
of segmenting the liver from the CT abdomen images is highly critical because of the following issues: The
demarcation between the liver and the rest of the organs is unclear due to the varying shape of the liver. The
spleen and the liver are more adjacents, which results in an indistinguishable border between them, and they
require some sufficient seed points for estimating the intensity distributions between the foreground and the
background. For this purpose, this work introduces an integrated technique that includes AEM with CED for
accurate LR segmentation because it is an input for the LTS process during the diagnosis of liver
diseases [17-20].

The AEM is integrated with the CED technique, which removes and normalizes the background region.
The main intention of this technique is to increase the convergence speed of the iterative process and improve
the accuracy of segmentation. Also, it detects the external boundaries of the liver during the initialization of
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segmentation [21-23]. In the AEM-CED technique, the Canny filter mask is represented as a 3 X 3 matrix in
both x and y directions, given in Fig. 1.

Gy Gy
Figure 1: Mask in CED technique

The magnitude at each gradient is estimated as |G| =|G,| +|G,|
Eq. (2) can be elaborated as

Yijor = Yy + Y — Yo+ Yoy — Y]

Gx(xa y) = ) )
(2)
Gy(x, ) = Yier; — Yic1j + Yigrj—1 — ?71,1'71 + Y141 — Yic1 1]

where Y is the Filtered image, i, j are the row and the column limits of an image pixel, G,, G, are the gradients
at ‘x” and ‘y’ directions, respectively, Eq. (3)

Eo 1, if GxxGy>Mean(Y)
0, Otherwise

€)

The algorithm for AEM with CED method is given below,
Input: Filtered Image ‘Y’ and Edge from Canny ‘E’ are given as the input.
Output: Normalized image. ‘/,’ is obtained as an output.

Step 1. The edge of the image is extracted for estimating the intensity value before segmentation. Where
Y represents the general area of the image and E represents the binarized edge. It is calculated as in Eq. (4).

intensity =Y — Y(E == 1) “)

Step 2. Based on the intensity value, the thresholding is applied to the image for separating the image
components. The boundary is selected based on the following condition:

| Lif i, j == intensity . )
Step 3. P; = { 0. Otherwise where, i=5,6, ..., R—5;
Step4.j=5,6, ..., C—35; ‘R” Row size; ‘C’ Column size.

Step 5. Connected Component (CC) is estimated as CC = unique(P) to complete the shape of the
components.

Step 6. The Label is initialized as L = 1, and the loop is continued, For (i = 1 to size(CC))
Step 7. Label to the unique components is allocated by using, LB{i} =L
Step 8. The Number of Elements (NOE) in the labeled components is estimated as Eq. (5).
A{i} = NOE(LB{i}) %)

Step 9. Step 5 and Step 6 are processed until the condition is met; End ‘i” loop
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Step 10. The maximum area of the components is identified among the overall image as in Eq. (6).
MX = Max(A) (6)

Step 11. After that, the difference between the maximum labelled matrix and the ‘B’ matrix is estimated
as in Eq. (7).
B =B — LB{MX} @)
Step 12. The filtered image from ‘B’ matrix that contains only the liver image is updated as in Eq. (8)
Y=Y-Y{B} ®)
Step 13. Finally, the liver image is segmented, and the image is normalized as in Eq. (9)
Y

lg = max(Y) ©)

3.2 Liver Tumor Segmentation

The abnormal tissue in and around the liver is known as a lesion/tumour identified by differentiating the
pixel intensity of other regions in the liver. LTS is extracting the tumor region from the background tissue in
the segmented CT liver image. The texture information is required to discriminate various organ tissues. The
texture features are mainly computed from the region of pixels in an image in order to characterize the region.
In the interpretation of medical images, these features are used extensively. The texture demonstrates the
randomness, size, color, directivity, brightness, smoothness, roughness, and granulation.

In the proposed MAT-ACM, there is an initialization of the mapping value of the image cluster, and an
estimation is made on the maximum and standard deviation of the image pixel intensity. The difference
between the cluster weights is extracted, and the density of the edge map length is calculated. Finally, the
cluster magnitude is estimated, and the image gets projected over by an indexed cluster to recognize the
image pixel's optimum matching. The procedure of MAT-ACM is illustrated as follows:

Input: Segmented Liver Image, ‘I’
Output: Segmented tumor image, ‘P’

Step 1: The mapping value of an image cluster is initialized by estimating the maximum and standard
deviation of image pixel intensity as in Eq. (10)

Mp = {max(l,). sid(L;)} (10)
Step 2: The random map window is initialized for clustering, which is shown in Egs. (11) and (12)
Mw = Rand (8, 8) (11)
Step 3:
wx, Wy = { (i, j) SV iy (12)
0 Otherwise

where ‘i’ and ‘j” are row and column sizes of the Map window.

Step 4: The radius is set as R =rand for updating the weight of the cluster weight by representing the
moving window's limit.

Step 5: The weight of the cluster is extracted using Eq. (13)

—/ )2+ 7)?

Cw=Rxe @+R) (13)
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Step 6: The mapping window is updated as in Eq. (14)
Mw;; = Mw;; + (Cw * Mwp ) — Mwyy, (14)

Step 7: The radius is updated based on the cluster weight, which is given in Eq. (15)

0.99
R=1 ~1)%0.1 15
* <0.99+ (0.01 1) ) i (15)

where the number of iterations is denoted by ¢, and for each » number of iteration, the value of the radius is
updated.

Step 8: The weight of the cluster is derived as in Eq. (16)
Step 9: The density of the edge length map is calculated as in Eq. (17)

D(x, y)

I —
max() D(x, y)

17)
Step 10: The magnitude of the cluster is estimated as in Eq. (18)

P (x, y) :% Z \/Li(x, y)* + VL (x, y)? (18)
(

xy)eT

where ‘i’ and j” are row and column size of the image

Step 11: The image gets projected over by the indexed cluster, and the clustering matrix helps to identify
the best matching of the image pixel as in Eq. (19)

[Vec(a), Indx(a)] = min((Iy(a) — P,)*) (19)

where ‘a’ represents the iterative index of the image sequence.

Step 12: Segmented indexed image, P = I (Indx)

4 Results and Discussion

The dataset 3DIRCADB (20 images), which is the repository of images and the non-public dataset
(10 images) were used to evaluate the proposed algorithms. The preprocessing and Liver Segmentation
Methods (LSM) are implemented, and their performance was analyzed using qualitative and quantitative
measures. During the qualitative analysis, the resultant images after implementing the preprocessing and
segmentation processes are depicted. In quantitative analysis, various performance measures are utilized
for evaluating the proposed LSM's performance results. Also, a comparison is made about the
performance of the proposed and current approaches.

4.1 Performance Evaluation Metrics

The performances of the preprocessed results are quantitatively evaluated based on the measure of Peak
Signal to Noise Ratio (PSNR). Then, according to the five-volume and surface-based metrics given in the
following, the LSM results are compared with the expert generated ground truth: Maximum Symmetric
Surface Distance (MSD) measures, Volumetric Overlap Error (VOE), Root Mean Square Symmetric
Surface Distance (RMSD), Signed Relative Volume Difference (SRVD), and ASD. The units of
measurement for volume and surface-based metrics are percent and millimeters, correspondingly. The
smaller the value is, the better the segmentation result is for all these evaluation metrics. The performance
of' the preprocessing and LSMs is analyzed and compared to prove the superiority of the segmentation method.
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4.2 Results of Preprocessing

The filtering techniques are applied to preprocess the input images. There are three different techniques:
FGFT, CE with NLMT, and Cellular Model of Median Filtering. Then, the best filtering technique is
identified based on its PSNR values.

For this purpose, CE using NLMT is applied in this work. Figs. 2 and 3 show the proposed
techniques’ segmentation results for the sample of 20 images in the public 3DIRCADB dataset
(Figs. 4 and 5) (Tabs. 1 and 2).

(d)

Figure 2: Segmentation results of 3DIRCADB public dataset: (a) Input image (b) processed output using
CE using non-linear filtering (c) the output of AEM with CED algorithms (d) output of MAT-ACM
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Figure 3: Segmentation results of non-public dataset: (a) Input image, (b) processed output using CE using
non-linear filtering, (c) output of AEM with CED algorithms, (d) output of MAT-ACM
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Figure 4: Performance analysis of LSM with different approaches
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Figure 5: Performance analysis of LSM with difference parameters

Table 1: Comparative analysis of LSM of 20 public dataset 3DIRCADB

Parameters (Li et al. 2013) (Li et al. 2015) (Shi et al. 2016) AEM with canny
operator (proposed)

VOE (%) 8.8 9.15s 8.74 min 6.92s

SRVD (%) -4 -0.07 s 2.41 min 1.06 s

ASD (mm) 1.5 1.55s 1.45 min 1.07 s

RMSD (mm) - 3.15s 2.55 min 2.13s

MSD (mm) - 28.22s 26.91 min 16.92 s

Execution time - 97.11 s 8.5 min 30s
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Table 2: Comparative analysis of LTS of 20 public dataset 3DIRCADB

Approaches VOE (%) RVD (%) ASD (mm) MSD (mm)
Cascaded U-net (2015) 12.8 -3.3 2.3 46.7
Cascaded U-net+ 3D CRF (2015) 10.7 -1.4 1.5 24.0

Fully convolutional network (FCN) (2017) 15.6 5.8 2.0 7.1
MAT-ACM (proposed) 3.08 0.019 0.011 2.29

Tab. 1, Figs. 2 and 3 show that the AEM with the Canny technique provides better performance results
than the other existing traditional techniques. The mean VOE (6.92) and execution time (30 s) of AEM with
Canny method is comparable with the existing methods (Li et al. 2013; Li et al. 2015 and Shi et al. 2016).
Based on the qualitative, quantitative and comparative performance results, the most appropriate
segmentation technique is identified, and its resultant image is considered for the following tumor
segmentation process. The performance evaluation shows that the AEM with the Canny operator provides
increased segmentation results for both empirical datasets.

5 Conclusion

The LTS is developed by implementing different FAS techniques. In experiments, the proposed and
existing ST results are evaluated based on qualitative and quantitative analyses. Public 3DIRCADB and
non-public datasets are used, and the resultant images from applying each ST are evaluated in the
qualitative analysis. In the quantitative analysis, the performance of the techniques are analyzed using
various performance measures. An AEM with a CED model is implemented, which increases the
convergence speed of the iterative process for decreasing the Volumetric Overlap Error VOE (6.92%)
values compared with the traditional techniques. The significant advantages of this technique are that it
can detect the edges even in noisy environments and provide accurate positioning. So, the resultant image
of AEM-CED is considered as the input for the LTS system. So, the MAT-ACM technique is
implemented for accurate LTS. This technique follows the texture-based model, providing decreased VOE
(3.08%) values than the existing methods and shows flexibility during segmentation.

In future, this work may be enhanced by implementing the LTS classification technique for different imaging
modalities with increased accuracy. Also, its goal is to enhance the whole segmentation and the proposed system's
classification performance. Future research attempts may focus on reducing the VOE rate further.
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