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Abstract: One of the fast-growing disease affecting women’s health seriously is
breast cancer. It is highly essential to identify and detect breast cancer in the ear-
lier stage. This paper used a novel advanced methodology than machine learning
algorithms such as Deep learning algorithms to classify breast cancer accurately.
Deep learning algorithms are fully automatic in learning, extracting, and classify-
ing the features and are highly suitable for any image, from natural to medical
images. Existing methods focused on using various conventional and machine
learning methods for processing natural and medical images. It is inadequate
for the image where the coarse structure matters most. Most of the input images
are downscaled, where it is impossible to fetch all the hidden details to reach
accuracy in classification. Whereas deep learning algorithms are high efficiency,
fully automatic, have more learning capability using more hidden layers, fetch as
much as possible hidden information from the input images, and provide an accu-
rate prediction. Hence this paper uses AlexNet from a deep convolution neural
network for classifying breast cancer in mammogram images. The performance
of the proposed convolution network structure is evaluated by comparing it with
the existing algorithms.

Keywords: Medical image processing; deep learning; convolution neural network;
breast cancer; feature extraction; classification

1 Introduction

One of the main factors that increases the mortality rate in women worldwide is carcinoma. The number
of cancer instances anticipated in 2025 is 19.3 million, the Ministry of Health (WHO) reports. Cancer is a
growing issue in Egypt, with carcinoma in particular. As of now, mammography has become one of the
key premature breast cancer detection techniques. A more appealing option to mammograms is magnetic
resonance testing (MRI). Moreover, MRI is used to verify the presence of cancer by radiologists. MRI is
a disadvantage if the person can create an adverse response to the competing drug, or inflammation of the
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body can grow at the initiation site. As a result, Claustrophobia may be caused. Two major premature
indications of cancer, as shown in Fig. 1, are masses and micro calcifications.

According to recent research, carcinoma is the most frequent form of the disease in females, [1]. It
accounts for roughly one-fifth of the finely discovered disease in America, said in [2]. The female death
level is also elevated with 17% of fatalities from disease, given in [3]. Precise premature identification
and evaluation of breast disease are essential in lowering the death frequency. Till date, mammography is
the most helpful instrument for testing the overall public. Furthermore, the exact identification and
analysis of a chest lesion based on mammographic results alone are hard and very dependent on the
radiologist’s knowledge which contributes to many fake benefits and further examinations [4].

In the decision-making phase of radiologists, computer-aided identification and treatment (CAD)
technologies are already being employed. Substantial work can be reduced by these technologies in
clinical exercise to evaluate a lesion and reduce the number of incorrect positives leading to useless and
troublesome biopsies. CAD mammography technologies can handle two distinct functions: mammogram
suspected lesions identified (CADe) and CADx (Classification as harmless or malignant).

Deep knowledge in multiple computers training functions, including identifying objects and ranking, is
a major ground-breaking technique in the latest years. In contrast to standard computer training techniques,
which involve a handcrafted, complex function analysis phase based on subject expertise, the proper
functional analysis method is appropriately learned from initial information regarding the destination
performance. This avoids the complex design process and investigates the capacity of characteristics to
discriminate while enabling techniques to be reproduced. This paper focused on providing an automatic
and efficient breast cancer classification algorithm for breast cancer images. A deep convolutional neural
network algorithm is used to learn, extract, and classify the features of the breast input images. Finally,
the performance of the proposed convolution neural network algorithm is evaluated.

2 Related Works

Apart from conventional signs there are other signs of breast cancer, like structural deformation [5],
which are less important. Either a healthy or malignant body may be. The distinction between healthy
and malicious tumors is that the former is round or rectangular, whereas the latter has an irregularly
curved form. Moreover, the harmful mass appears whiter than any adjacent tissue [6]. Some scientists
recently suggested techniques for the estimation of breast mass in mammographic pictures. A separate

Figure 1: Sample breast mammogram
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transformer wavelet (DWT), transforming the contourlet, and the major element (PCA) techniques for
extracting characteristics are used by [7]. That scheme could identify ordinary and unusual cells and rank
them. There are several classifications for both tumors. Nearly 98% of the level was attained. As a
removal method for mass defects in the breast, [8] used DWT. A reference was also implemented to
classify ordinary, unusual cells and harmless and cancerous micro-organisms utilizing the supporting
vector devices (SVM) with Robotic Neural Networks (ANN). The identification frequency for ANN was
accomplished at 96% and for SVM at 98% [8]. The Daubechies wavelet group features db2, db4,
db8 and db16 were implemented to identify MCs by [9]. The level of precision attained was nearly
80 percent. Mass mutations were identified by DWT and SVM from [10], with the resulting frequency at
92 times. The profound co-evolutionary wireless (DCNN) network was used in [11] by implementing the
transition knowledge in the DCNN. The awareness of distinguishing force from ordinary tumors was
89.9 percent using the electronic mammography imaging system (DDSM), [12]. The survey showed the
DCNN mammographic CAD apps for the first time. The cross-scale trust service in detecting numbers in
mammograms was used by [13]. As a result of INbreast and DDSM-BCRP, data achieved a sensitiveness
of 85 percent to 90 percent. The authors in [13] have a small volume of the practice data range as its
primary disadvantage. There were 39 and 40 instances in the practice and screening. The DCNN and
SVM were used by [14]. Using an INbreast set of data, the awareness attained was 98.44%. The MRI
chest tumors used by the sensory mirror propagation network (BPNN) were categorized by [15].

The region below the receiver working features (ROC) profile was discovered to be 0.913. For
classifications of ordinary and unusual breast lesions, [16] used the convolutional neural network (CNN).
They utilized average and sub-samples in two segmentation methods—the next method used removal
techniques of texture used in the ROI for tiny sub-regions. The findings were 90% real favourable (TPR)
and 31% fake favourable (FPR), and findings were acquired. Harmless and malicious weights were
classified [17] by AlexNet in a DDSM set of data mammograms with 66% accuracy. In order to identify
harmless and malicious cancers, [18] have used DCNN characteristics. The region below the AUC
(curve) was 0.81. and the latest BCDR-F03 dataset was launched by [19]. The GoogleNet and AlexNet
were used to categorize breast lesions, with an AUC of 0.88 and 0.83. The authors in [20] suggested an
outcome to deep multipurpose mass-classification networks trained based on the mammogram and not the
area of interest.

The premature identification of carcinoma is the most accurate radiological method. Mammograms are
successful in decreasing the mortality levels of carcinoma by 30–70 percent, [21]. Mammograms are hard to
understand because the identification of lesions in them relies on the knowledge of radiologists and also on
the accuracy of the picture. Misinterpretation or ignoring breast cancer indications causes mis diagnostic
mistakes. Some 43 percent of the missed defects were triggered by 52 percent mistakes while ignoring
signs, [22]. The increased identification of defects in the mammogram is because of radiologists ‘bad
picture performance, nose exhaustion, and supervision. Double learning and computer helped detection
and diagnostics (CAD), [23] have been implemented to address the challenges that occurred with
mammogram screening, thereby increasing the accuracy of breast cancer detection at its earliest stage and
thereby reduces the number of needless breast biopsies. Two radiologists examine a certain mammogram
and adopt a choice in the Dual Reading solution. While double learning can considerably boost testing
sensitivity and efficiency, it is impossible to do so with the related heavy price and volume of work. The
CAD method was also presented. It mixes forensic imagery with software physics, imagery and model
identification, and technology for robotics. CAD thus is the perfect pair of radiologists ‘eyes, which
makes it necessary to read the mammogram instead of two, by only one radiologist. It decreases the
burden of the radiologists and decreases the price while enhancing the awareness of premature
identification of breast cancer. CAD has improved its breast cancer identification by 7.62 times in its
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study by [24]. Furthermore, [25] reported a substantial increase in radiologist awareness by 21,2% due to
CAD, which resulted in improved identification of skin disease.

A range of technologies has been created over the last years to improve the precision of current CAD
structures. Still, some are entirely reliant on preprocessing, fragmentation, and handmade processing
methods that influence the effectiveness of CAD structures. Deep-search methods currently provide
excellent achievement in addressing computer design and teaching tasks. The authors in [26], in addition
to handmade characteristics, can learn instantly several high-level characteristics which therefore enhance
the precision of the CAD system, [27,28].

In particular, the CAD technology for the identification of carcinoma was developed and enhanced with
profound learning, [29]. This article mainly implements a profound training strategy to classify and locate
carcinoma population based on two associated phases: firstly, the pre-trained ResNet 50 method is used to
extract and classify representatives of high-level characteristics from mammograms into normal or mass.
Then a Class Activation Map (CAM) method for locating the carcinoma population was applied.

The existing manuscript described by [30] provides a fresh CAD scheme concerning literary works for
classifying harmless and malicious mammograms with MSVM (Multiclass SVM), depending on a deeper
teaching environment. A pair of segmentation methods are used as the primary input: (1) manual
segmentation of the ROIs and (2) limit and regional technique. It is used as the instrument for extracting
features, whereas the last (FC) part of the SVM is attached to the SVM to provide more substantial
rankings outcomes. The trials are also conducted on two data sources; (1) the DDSM and (2) the DDSM
Curated Breast Visualization Subset (CBIS-DDSM). The results obtained using this existing algorithm are
used for comparing with the proposed approach.

Very recently a multi-scale attention network with hierarchical block-wise and layer-wise feature
representation capability [31] has been proposed. Also, A YOLOV4 based CAD system [32] to localize
lesions in full and cropped mammograms was developed to classify lesions to obtain their pathology
type. Another approach based on Generative Adversarial Networks (GAN) and bilateral asymmetry [33]
has been used for detection of breast cancer. An ISFET based CMOS integrated Lab-on-Chip (LoC)
system, coupled with variant-specific isothermal amplification chemistries, for detection and
discrimination of wild type (WT) from mutant (MT) copies of the ESR1 gene [34] was also carried out.
The proposed approach out performs these approaches in terms of accuracy of classifying.

3 Proposed Approach

Most modern research works proposed the use of pre-trained systems against scratch learning. However,
the latest networks are intended and evaluated on many distinct datasets, distinct in design and various
groups of size, more extensively than the mammographic data sets accessible. As a result, the capability
and difficulty of such networks can far exceed the requirements of larger data sets, contributing to
significant negative reactions in test practice. Consequently, there have been several books whose writers
suggest instruction from scratch. Taking this into account, we examine the efficiency of various networks
in this article. We analyze each network’s efficiency in two situations: first includes initiation of pre-
trained weights practice, and, secondly, discrete weights are applied to the networks.

3.1 AlexNet Algorithm in Deep Learning

The first CNN network that displayed excessive advances in object tracking and recognition was
AlexNet. As Fig. 2 shows, this network consists of 8 parts, with the first five being fully associated with
the other three. A system’s first screening level (224 × 224) controls the entry picture, using 96 × 11 ×
11 kernels, with a range of 4 pixels. The kernel size equates to the amount of reference picture streams.
After local reaction normalization and max-pooling have been implemented and 256 kernels of volume
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5 × 5 × 96 are filtered, the second element requires the yield of the first level variable. Without interfering
bundling or normalization, the 3rd, 4th, and 5th strata are linked. 384 kernels in the 3rd level are 3 × 3 ×
256 kernels. This fourth phase consists of 384 3 × 3 × 394 kernels and 256 3 × 384 kernels. Two fully
linked plates with 4096 cells are attached to the bottom of the coevolutionary plates. In the fifth phase,
fully integrated strata, the number of cells equals the number of courses. In addition to the specific design
of the network writers also implemented some new characteristics to add significantly to the network’s
learning and generalization capacity. The most significant characteristic of this process is that the normal
equation for activation of the neuron (logistic and hyperbolic) has been substituted by the resolved linear
equation f ðxÞ ¼ maxð0; xÞ. The neurons using this feature are called Rectified Sequential Units. The
benefit of this activation feature, instead of sigmoid features that saturate large values, imposed a
non-saturating non-linearity. It enables considerably enhanced gradient flow together with increased
effectiveness of computations. ReLUs are the normal CNN-enabled feature option. For each place of the
function charts created by a coevolutionary mesh called “Local Reaction Normalization (LRN),” the
writers also implemented a range of normalization. This type of standardization of responses leads to a
rivalry among neuron inputs with various kernels for major operations. During adoption and inclusion in
multiple other system architectures, LRN was subsequently deleted from AlexNet.

The use of drop-out (probably 0.5) for the three interconnected parts was especially crucial in practice.
This method involves putting the production of each concealed neuron to null with some likelihood. The
selected neurons do not add to either front or rear spread. Therefore, a distinct structure is sampled in
each practice iteration. The withdrawal method functions as a regularize and forces the network to know
relevant characteristics but reduces learning time.

Figure 2: AlexNet structure
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3.2 Dataset and Methodology

For improving the accuracy of the proposed approach, training and testing phases are carried out. 60% of
the dataset is used in the training phase, and the remaining dataset is used for the testing process. The
mammogram image is collected from datasets such as MIAS from the various benchmark (available
publicly on the internet). The performance of the proposed convolution neural network is evaluated by
experimenting on various datasets like DDSM-400 (Digital Database for Screening Mammography) and
CBIS-DDSM (saturated Beast Imaging Subset of DDSM). A set of sample images under benign and
malignant are taken from the dataset, trained, and fine-tunned for the testing process. DDMS dataset
comprises 400 images, mass extracted using ROI method from the screening process. Expert radiologists
verify the dataset to obtain an accurate region of the mass. CBIS-DDSM dataset is updated up to date,
having 10,300 mammogram images with two classes of benign and malignant. The two phases of the
proposed approach are given in Fig. 3.

3.3 Architecture-1

In this paper, AlexNet is designed for detecting the available patterns in the input image. Initially, the
convolution layers learn the available features of the images and can be interpreted easily. The next layers
learn the small and hidden features. Finally, the last layer has done a detailed classification by integrating
all the features obtained from the previous layers. The deep convolution network comprises eight layers
depicted in Fig. 3. The first two layers are convolution and pooling layers, the next three layers are
convolution layers, then one pooling layer, and finally two fully connected layers. The input image is
grayscale. All the neurons calculate the dot product of the local region and weight connected with the
volume of the input image.

3.4 Architecture-2

In the experimental setup, the input layers are changed in the AlexNet from 224 × 224 into 512 × 512.
Sometimes, instead of Fully Connected layers, ReLU and max-pooling is included in the same size.

3.5 Architecture-3

The FC layer size is decreased, and it follows the ReLU layer, where again it is followed by the FC layer
for each class. The performance is verified in each round of various AlexNet architectures. Finally, the
training model of each architecture is used in the testing phase.

Training

Preprocessing

CNN-Alexnet

Trained CNN Alexnet

Testing

Preprocessing

Trained CNN Alexnet

Predcition Results

Figure 3: Two phases of proposed approach
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3.6 Architecture-4

In this architecture, while thinking about the fully connected layer, each neuron in the neural network in
the previous layers is connected with its own defined weight. A flattened image is fed as input to the model
for easy feature processing. It is not shared among the neurons. One of the main things to be followed in the
implementation is to convert the 3D to 2D, 2D to 1D for classification. In this paper, one architecture converts
the 2D into a 1D array with a size of 1600. The hidden layers in this architecture are 512, 256, and 128 nodes.
These hidden layers convert the output from the input layer. The final output layer provides only two results
which say the input is benign or malignant. This kind of architecture is illustrated in Fig. 4.

All the above-said models are experimented with many times by changing the learning rate and number
iterations. Then the performance is compared with one another in terms of classification accuracy.

4 Performance Evaluation Parameters

Various evaluation parameters are used for evaluating the performance of the proposed approach. Some
of the performance measures included in the classifier are uncertainty matrix, precision, ROC, AUC, and
F1 score value. So many methods are available in assessing the performance. They will determine the
accuracy of the detected and segmented region from the input image is verified as negative or positive. It
determines the accuracy of the classifier. A confusion matrix is created for the classifier based on the
accuracy values as TP, TN, FP, and FN. The term accuracy is the precision is the measure of the
classifier’s accurate prediction. It gives the performance capacity of the entire classification. The precision
in Eq. (1) is defined.

Accuracy ¼ TP þ TN

TP þ FP þ FN þ TP
(1)

4.1 Receiver Operating Characteristic

One of the well-known techniques used to assess the accuracy of the proposed approach is ROC. First of
all, the medical decision-making was carried out with a ROC analysis; therefore, it was used in medical
imagery. ROC is a diagram representing the rate of true positive and the rate of false positive obtained by
the proposed approach and is used to calculate the sensitivity and specificity, which are calculated using
(3) and (4), respectively.

Sensitivity ¼ TP

TP þ FN
(2)

Figure 4: Architecture model-4 CNN for breast cancer classification
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Specificity ¼ TN

TN þ FP
(3)

In the medical image processing methods, the AUC is used to evaluate designs depending on the mean
of each stage in the ROC curve. The AUC rating should always be between ‘0’ and ‘1’ for the classification
results, and including a more excellent AUC value provides a stronger rating performance.

4.2 Precision

Precision is the closest value positive ratings. It shows the exact measure not depending on the accuracy.
It can be calculated as,

Precision ¼ TP

TP þ FP
(4)

4.3 F1 Score

F1 is the weighted median accuracy and reminder. The classifier efficiency is evaluated by using it as a
statistical measure. That is why this rating brings into consideration both false positives and false negatives.
The rating for F1 is described in:

F1 Score ¼ 2 � Recall � Precision
Recall þ Precision

(5)

5 Experimental Results and Discussion

This paper implements and experiments with the proposed AlexNet Model for diagnosing mammogram
images. It analyses the mammogram images for predicting benign and malignant. The datasets used in the
experiment are DDSM, MIAS, and CBIS-DDSM. The proposed model is implemented in MATLAB
software, and the dataset information is given in Tab. 1. All the datasets have two different categories of
images, such as normal and abnormal. The datasets provided in Tab. 2 are benchmark datasets. By
experimenting and comparing the results obtained on these datasets help evaluate the proposed model’s
performance.

The dataset used to experiment and verify the performance of the proposed architecture-4 is given in
Tab. 3. It is a raw dataset contains 2684 2D images (ultrasound images) in JPEG format. All the images
used in this dataset are 400 × 400 pixels sized, and the pixel values are 0 to 255. This dataset also has
subtypes of benign and malignant. All the images used in the dataset are not from the same source. So,

Table 1: Dataset information

Dataset Total images Normal Abnormal

DDSM 2620 400 2220

CBIS-DDSM 10300 500 9800

MIAS 350 50 300

H&E-stained images 400 100 300

Total 13670 1050 12620
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the properties of the images are different. Experimenting with the proposed CNN architecture using this
dataset can really help evaluate the approach’s performance. For understanding the classes of breast
cancer, including the sub-types, a sample image is an input in the experiment. The corresponding
classification results are shown in Fig. 5. It shows benign and malignant with various sub-types. Also, in
the experiment, the input images are selected randomly from a huge number of images. There were
2000 images have been selected randomly and build a model (trained model) for evaluating the
performance (testing process). The final classification result is compared with the predefined classes
already available in the dataset. It ensures the performance evaluation is perfect.

Table 2: Dataset used for experimenting architecture-4

Class name Count

Benign 1007

Malignant 1499

Unusual cases 178

Sub-type benign 12

Sub-type malignant 13

Sub-type unusual 3

Table 3: Classification accuracy

Datasets DB-normal DB-abnormal AlexNet-normal AlexNet-abnormal

DDSM 400 2220 400 2218

CBIS-DDSM 500 9800 500 9792

MIAS 50 300 50 294

H&ES images 100 300 100 295

Figure 5: Various cancer types and sub-types
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The performance of the architecture-4 model is compared with the CNN and FCNN explained in [35],
based on their results. The comparison results are shown in Fig. 6. From Fig. 6, it is identified that the
proposed CNN architecture-4 model outperforms the other CNN and FCNN models. The performance is
calculated by constructing a confusion matrix—the threshold value used for this is 0.5. By tuning the
threshold values below 0.5 and above 0.5, the highest value of sensitivity is obtained. Also, it reduces the
false-negative ratio.

The classification accuracy of is calculated for the proposed AlexNet on various datasets is given in
Tab. 3. The classification accuracy is calculated using the performance measures obtained from the
experiment, such as true-positive, true-negative, false-positive, and false-negative. The first column in the
Tab. 3 shows the dataset, and the other columns show the normal and abnormal data available in the DB
and predicted by the proposed AlexNet.

The proposed AlexNet obtained is 99.04% of accuracy for normal image classification and 99.9% for
abnormal images. Also, using the DDSM dataset, the prediction accuracy of the proposed AlexNet is
99.9%, the CBIS-DDSM dataset is 99.91%, the MIAS dataset is 98%, and using the H&ES dataset, the
obtained accuracy is 98.33%. This variation is due to image quality and resolution.

Following the values are given in Tab. 3, the performance measures are estimated for the DDSM dataset
experimented using the following equations for the proposed AlexNet. The values substituted in the
following equations are applied only for the DDSM datasets. For the other datasets, the obtained
performance measures are given in Tab. 4.

73
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CNN [31] FCNN [31] Proposed CNN

A
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ur
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)

Various CNN Models
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Figure 6: Performance evaluation of various CNN models

Table 4: Performance measures estimation using proposed AlexNet

Dataset TN FN TP FP

DDSM 1 0 99.9 0.1

CBIS-DDSM 1 0 99.9 0.1

MIAS 1 0 98 2

H&ES 1 0 98.3 1.7
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Accuracy ¼ TP þ TN

TP þ FP þ FN þ TN
¼ 99:9þ 1

1þ 0þ 99:9þ :1
¼ 99:90

Sensitivity ¼ TP

TP þ FN
¼ 99:9

99:9þ 0
¼ 1

Specificity ¼ TN

TN þ FP
¼ 1

1þ 0:1
¼ 1

Precision ¼ TP

TP þ FP
¼ 99:9

99:9þ 0:1
¼ 0:999

Recall ¼ TP

TP þ FN
¼ 99:9

99:9þ 0
¼ 1

F1 Score ¼ 2 � Recall � Precision
Recall þ Precision

¼ 0:999

The above formulas are used to calculate the performance measures for all the datasets given in Tab. 5. A
higher sensitivity and low specificity are desirable qualities for a proposed approach. From the values, it is
noticed that the proposed AlexNet outperforms the other approaches on different datasets. The performance
is estimated on tumor detection and classification. The performance is also ensured by computing the AUC.
Based on the performance and AUC calculation, it is concluded that the proposed AlexNet outperforms the
other methods. Also, it is concluded that the proposed AlexNet is highly suitable for medical image
processing and diagnosing.

The classification results obtained from the proposed method are compared with the existing techniques
that used DDSM, BCDR-F03, MIAS, and BCDR datasets and obtained 60%, 88%, and 85% respectively and
the same is indicated in Tab. 6. The existing method given by Regab et al. (2019) received the highest
accuracy from the comparison. From the overall comparison, the average accuracy obtained by the
proposed method is 99.90%, which is increased than other methods. Also, the accuracy of the proposed
approach has been compared to four contemporary works recently carried out [31–34] and the results
indicate that the proposed approach yields a higher classification accuracy of 99% when compared to the
recent works.

Table 5: Performance measures obtained from proposed deep learning algorithm

Dataset Accuracy Sensitivity Specificity Precision Recall F1-score

DDSM 99.90990099 1 1 1 1 1

CBIS-DDSM 99.90990099 1 1 1 1 1

DDSM 98.90990099 1 0.333333333 0.98 1 0.989

H & ES 98.30990099 1 0.37037037 0.983 1 0.991
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The advantages of the proposed architecture-4 model are obtained from Fig. 7. The number of iterations
is increased, and the validation accuracy of the proposed model is verified. The accuracy of the CNN is
speedily and gradually ramped up to 0.9 after the iteration of 3000. At the same time, the existing FCNN
did not reach 0.9 after 10000 iterations also. At the same time, the loss value of the proposed CNN is
lesser than the FCNN, and it shows the performance of the proposed model. Also, it is identified that the
convergence rate of the proposed CNN is the minimal local point. The cost function obtains the loss
value to determine the desired output, and all the parameters are minimized as much as possible.

The above discussion and the experimental results show that the proposed CNN architecture models are
better than the existing models and proved it as better.

6 Conclusion and Future Work

The main objective of this research work is to design and implement an automatic identification,
detection, and classification of breast cancer from mammogram images. So, this paper used one of the
deep convolution neural network algorithms such as AlexNet to detect and classify breast cancer
accurately. Deep learning algorithms are fully automatic in learning, extracting and classifying the
features and highly suitable for any kind of image from natural images to medical images. Whereas deep
learning algorithms are highly efficient, fully automatic, have more learning capability using more hidden

Table 6: Performance evaluation

Research work Proposed model Dataset Accuracy in %

[6] DCNN DDSM 60

[7] DCNN-Googlenet BCRD-F03 88

[8] DCNN-VGG MIAS & BCDR 85

[9] DCNN-SVM CBIS-DDSM 87.2

Proposed approach CNN-AlexNet DDSM 99.909

Proposed approach CNN-AlexNet CBIS-DDSM 99.909

Proposed approach CNN-AlexNet MIAS 98.009

Proposed approach CNN-AlexNet H&ES 98.3

Figure 7: Accuracy comparison in terms of training loss and validation
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layers, fetch as much as possible hidden information from the input images, and provide an accurate
prediction. Deep CNN AlexNet is implemented, experimented in MATLAB software and results are
verified. The obtained results show that the AlexNet obtained 99.90% accuracy, which is higher than the
existing algorithms. Not only the accuracy, all the performance measures such as sensitivity, specificity,
Precision, Recall, and F1-Score are also high than the others.

In future, various Deep Learning algorithms will be implemented, experimented with, and their
performance is compared for choosing the best one in Deep learning. Also, the work will be scaled up to
validate other form of images as well.
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