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Abstract: Osteoarthritis is the most common class of arthritis that involves tears
down the soft cartilage between the joints of the knee. The regeneration of this
cartilage tissue is not possible, and thus physicians typically suggest therapeutic
measures to prevent further deterioration over time. Normally, bringing about
joint replacement is a remedial course of action. Expose itself in joint pain recog-
nized with a normal X-ray. Deep learning plays a vital role in predicting the early
stages of osteoarthritis by using the MRI pictures of muscles of the knee muscle.
It can be used to accurately measure the shape and texture of biological structures
can be measured consistently from X-ray images. Moreover, deep learning-based
computation can be used to design framework to predict whether a given patient
will develop osteoarthritis. Such a framework can identify clear biochemical
changes in the focal point of ligaments of the knees of patients who have exhibit
pre-indications in standard imaging. This study proposes framework to identify
cases of osteoarthritis by using deep learning and reinforcement learning. It can
be used as a clinical mechanism to predict the occurrence of osteoarthritis so that
patients can benefit from early intervention.

Keywords: Osteoarthritis; deep learning; reinforcement learning; arthritis; early
detection; training and framework

1 Introduction

The human skeletal system is a persistent framework that plays a key role in retaining the shape of the
body and enabling its movement. Joints are the points where bones are connected for Osteoarthritis Disease
Diagnosis to a layer of soft tissue known as ligaments [1]. Ligaments are fibrous connective tissues that form
a thin layer over the junction of joints to prevent friction between the bones and prevent abnormal movement
[2]. The application of excessive stress for long periods gradually reduces the strength of the ligaments and
causes arthritis. Osteoarthritis (OA) is a widely known joint disorder that occurs when soft tissues between
the joints degenerate owing to prolonged stress [3]. In general, OA affects the joints in the hands, knees,
spinal region, and ankles. Chronic OA consists of four stages: minor, mild, moderate, and severe [4].
Several therapeutic techniques have been developed to treat OA. The early detection of the degradation
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of the cartilage can prevent eventual disability in the patient [5]. Image processing is an efficient technique
for identifying the different stages of osteoarthritis. Various classification processes have been developed to
identify the stages of osteoarthritis of the knee. The general radiological technique, X-ray, is commonly used
to visualize the knee to analyze changes in it during the early stages of OA. MRI, CT, and ultrasound have
also shown promising results for the identification of OA, but X-rays are more reliable, easier to obtain,
and accurate at identifying OA in joints of the knee. Fig. 1 shows the different stages of the osteoarthritis
of the knee.

Grade 0 Grade 1 Grade 2 Grade 3 Grade 4

Normal knee joint ~ Minor tear and wear Bone spur growth Obvious Severs OA
possibly OB osteoarthritis breakage of cartilage

Figure 1: Different stages of osteoarthritis

Reinforcement learning (RL) has delivered promising results in a variety of fields in recent years,
including medical diagnosis. Its structure is shown in Fig. 2. The essential model of reinforcement
learning model combines reinforcement deep learning, and can be applied to the medical environment
[6]. RL offers a statistical formalism for learning-based management and in deep reinforcement learning
(DRL) makes use of neural associations through reinforcement learning to form a framework containing
high-dimensional information [7]. Model-based RL makes it possible to solve difficult problems. RL
consolidates organizations that empower specialists to familiarize themselves with ideal activities in a
virtual climate to accomplish their objectives [8]. This enables work estimation and objective
streamlining, and allows for the planning of positional activity sets to attain the expected outcomes [9].
But neural network components are intended to create Al advancements in detecting OA in an early stage
[10]. In addition the machine learning techniques helps in decision making of further treatment of OA
[11]. Because, the model is equipped to identify every change, RL model-based computation can provide
additional oversight [12]. This has been accomplished as a result of its influential “function
approximation techniques” by using neural networks. RL is a field of Al in which the user collaborates
with the environment by creating moves to enhance their standard reward [13]. This study applies
reinforcement learning to medical image processing to identify the stages of osteoarthritis.

1.1 Arthritis in Knee: Four Stages of Osteoarthritis

OA is a kind of joint disorder. Specialists claim that half of all people eventually build up some kind of
suggestive OA in their lives. It can influence the hips, hands, and shoulders, and usually occurs in the knees.
Fig. 3 shows a normal knee and one affected by OA. OA got progressively can be treated, where identifying
it in the early stage is important for successful treatment [14]. The four phases of OA in each stage are
discussed below.

e The first stage (Class 0) is considered normal with minor abnormalities. This is the most benign
phase of OA, and patients experience a negligible amount of pain.



CSSE, 2022, vol.42, no.1 259

e The second stage (Class 1) is mild. This is the first stage in which bone spur enlargement can be
observed through X-ray. The exaggerated region becomes rigid after extensive periods of
inactivity, and becomes painful.

o The third stage (Class 2) is moderate; the cartilage in the exaggerated region begins to wear away.
The joint swells up, and the patient experiences discomfort in everyday movements [15].

o The fourth stage (Class 3) is severe. The pain increases, and nearly the entire cartilage moves to
create a provocative reaction that starts in the joint and causes extreme pain.

tate

Action
Rewar 6 &

Figure 2: Infrastructure of reinforcement learning

Normal Knee Osteoarthritis

Figure 3: Normal knee and affected knee OA

X-ray is the primary means of identifying OA by detecting the loss of muscles of the joint, tightening of
the joint space between adjoining bones, and bone prod development. However, X-cannot identify muscle
abnormality in a timely manner in case of OA. They can provide signs of mild OA (i.e., minor
irregularities) while the patient might be experiencing serious symptoms. Deep reinforcement learning is
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a class of man-made brainpower in the form of ML and Al where enthusiastic machines can get from their
actions resembling how people get as a substance of information. Innate in this kind of Al is that a specialist
is rewarded or punished based on their actions. This is used to analyze OA lesions based on their severity and
classify them. The remainder of this paper is organized as follows: Section 2 reviews the relevant literature on
OA, Section 3 details the proposed framework, Section 4 describes experiments to verify it and discusses the
results, and Section 5 summarizes the results of this study [16].

2 Preliminary Studies

This section reviews past research on OA, its stages, challenges in its early detection, and the need for
machine learning to this end. We also explain how Al and Machine Learning (ML) techniques have been
used for theearly detection and prediction of OA with high accuracy.

Kokkotisab et al. (2020) significant instructions of reviewed methods to predict the OA of the knee by
using design consisting of four sections: prediction as regression, as classification, the best possible post-
treatment methods, and combinations to analyze the complexity, heterogeneity, and size of the data.
Tiulpin et al. (2018) presented a PC-supported technique that uses the deep Siamese CNN to detect the
seriousness of OA according to the Kellgren—Lawrence scale. The network was trained on multi-center
OA data with 3,000 themes from the relevant records. Atul Deodhar et al. (2020) developed a
mathematical framework to predict enclosing spondylitis that outperformed a clinical model. Fang Liu
et al. (2018) determined the utility of applying a completely automated deep learning method to identify
lesions in the cartilage by using the sensitivity and specificity of MRI data. Qayyum et al. [17]
summarized several applications in healthcare that pose challenges in terms of security and privacy, and
suggested approaches to guarantee the privacy of patients when using their data for ML in medical
applications. Ying Yu et al. (2019) outlined the use of deep learning to deal with clinical data by
analyzing the characteristics of the data to implement precision medicine. Yangqin Feng et al. (2020)
projected DNN structures to arrange mimicked DOT pictures of aggravated and non-excited joints by
learning their movements. The results of experiments showed that of the three neural network-based
approaches was more accurate than the support vector machine [18].

Latifet al. (2019) surveyed groups of clinical images to identify objects, recognize patterns, and consider
principles of justification to enhance the accuracy of extracting meaningful patterns for specific disease. They
also discussed the challenges, merits and demerits, and outstanding issues in DL methods in the context of
clinical imaging. Zhu et al. (2021) examined the relationship between OA of the knee and osteoporosis in a
retrospective study by analyzing medical records collected on the HSS and VAS scores of two groups of
patients. Christodoulou et al. (2019) investigated deep neural networks (DNNs) to classify the difficult
challenging issues in OA of the knee, and applied an efficient ML method that considers of medical
factors that affect OA. Kokkotis et al. (2020) provided a data mining method that can diagnose KOA by
enabling the output of the of model output model to focus on accurate predictions. Sumitra investigated
the usefulness of applying ML methods to examine electromyography (EMG) patterns in the gait of
arthritic patients to identify certain muscle disorders. Van Tulder et al. (2019) examined three methods for
unsupervised cross-modality feature learning based on a shared auto-encoder-like convolutional network
to represent multi-modal data and investigate feature normalization. Charis Ntakolia et al. (2020)
proposed procedural stands on ambidextrous statistics as of the OA inventiveness record by employing a
clustering development to recognize clusters, a vigorous characteristic choice procedure be composed of
various methods to categorize the risk factors and a decision making procedure [19]. Yu et al. (2019)
proposed a deep learning algorithm to examine multi-modal data on patients to identify the pertinent
physical features, and designed software to predict the type of prosthetics highly accurately. The above
review shows that although ML-based prediction algorithms have been proposed in the literature, they
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lack accuracy in terms of sensitivity, specificity, and prognostic cost. A prediction algorithm based on a deep
neural network DNN is needed to overcome the shortcomings of previous methods for Knee OA. The
proposed method uses reinforcement learning to improve the accuracy of classification of knee OA.

3 Proposed Framework and Method

In this proposal, we presented a Reinforcement method to envisage an occurrence of Knee OA for the
age group of 50 years. The age group of below 50 years, the usage of statistical data has been applied to
categorize by Gender, Body Mass Index, Injury history, Lifestyle, a record of chronic diseases, Smoking
status, Health Status, and Physical activity. The DNN generates features from the dataset and calculates
the risk of knee OA.

Dataset: The publicly available Osteoarthritis Initiative (OAI) dataset was used to train and test the
proposed method. X-ray images of 4,000 patients were integrated with this dataset. Half of the patients
whose data were used were over 50 years old and the other half were younger than 50 [20]. The dataset
was divided into training and a testing part. Fig. 4 shows the proposed neural network architecture trained
on 65% and tested on the other 35%. A data processing model based on the vector model was applied
this Deep Neural network used in the DNN to generate the model. Trained Deep neural network has been
based on Vector of codes to engender the deep neural network representation [21]. Fig. 5 shows the
proposed DNN architecture for identifying knee OA.

Knee Os >
No (3790)
Data Set (Training
ot 65%, Testing 35%)
r .| Knee Os P
Data se | Yes (5210) -
samples
n= 18000
> »| Knee Os
”| Age >50 =

—»| Knee Os <
Yes (1577)

Figure 4: Investigating knee OA

Input image
(testing data)

Figure 5: Proposed deep neural network architecture for knee OA
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Variables used: Persons with knee OA were identified and distinguished by the following:
Gender (male/female),

Age (>50 years, <50 years),

BMI (underweight, normal, overweight, obese),

Injury and lifestyle,

Chronic diseases, such as blood pressure and diabetes, etc.
smoking status (smoker, former smoker, non-smoker),
Level of health status (from very poor to very good

e Physical activity (good, best, normal).

Preprocessing: The vector model of the DNN was used for the preprocessing mechanism. The vector
model is an arithmetical model used for text reports as vectors of identifiers, such as terms in a list [22].
The vector model represents the dimensions of the given data and a simple slant for extracting the
pertinent data from unclear datasets [23]. Fig. 6 shows X-ray images used for preprocessed preprocessing
for knee OA (L & R).

Figure 6: X-ray of preprocessed Knee OA (L & R)

Deep Neural Network (DNN): We use a DNN with forward back-propagation. For each instance of
training, we use dissimilar hyper-different boundaries, numbers of hidden layers, number of neurons in
each layer, and streamlining strategies [24]. The DNN that delivered the best performance had layers with
90 and 20 neurons each. RL is a certain kind of active research field through a part of ML for which
mathematical sophisticated mathematical frameworks and technologies have been developed. The key
aspect is to an adaptive and autonomous decision-maker that learns its decisions by trial and error in
complex circumstances to meet the given objective despite environmental uncertainties. In subsequent
phases (t), the agent performs an environmental status observation ((f)), chooses an appropriate
action ((?)), and returns this to the environment. The In the next iteration, the user changes the condition
to () + 1) ((t) + 1). The representation relies on discovering appropriate measures to monitor this
mechanism. This process is autonomously carried out through the RL technique [24]. It is a Markov
decision process that consists of a series of environmental conditions: ((7)), the probability distribution of
the starting state (s0), an action set (a(¢)), a probability function P(s(z) + 1|s(¢), and a(f) to map the state
and the action functions. The structure of RL has three key elements: a reward, a target value, and a
policy. A policy is known as a map n: Sx A4 — [0; 1] that specifies the probability function. We follow
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the chosen procedure 7 and initialize the states using a fitness function:

M

t=1

F (s) = lim V[ y X r(s, ngﬁt))ﬂs :s] (1)

[IP%1}

The cumulative discounted reward “r”” earned over an infinitely long trajectory, starting at state “s” in
case the procedure is followed during the execution of the function, is known as the predicted discounted
reward. The response to the system of equations can also be described as this function that delivers the
optimum value. The problem is to identify the stationary policy ms of action m * (s) (i.e., the optimal
policy) that maximizes the starting states. The solution for the simultaneous equation is given by the
optimal value function (F' * (s)) as

acA s'esS

Fx(s) = {r(s, a) +7y x %P(SWS, a)x F * (S’)} ()

We may then define the optimal strategy as follows, provided the optimal policy function (2) holds:

mx(s) = {ra(ri,mij) +y X ZP(S'|S, a) X F (S’)} (3)

acd s'es

One method of choosing the optimum policy is to calculate the optimal cost function (2), which can be
solved for by using a simple iterative algorithm called value iteration. This has been shown to converge to the
appropriate V* values. RL technology is primarily concerned with ways to obtain the optimal policy when
such a model is not known in advance. The agent must interact with the environment directly to obtain
information that, when used in an appropriate algorithm, can be processed to produce an optimal policy
[25]. The most popular technique in RL is Q-learning, which is a model-free method used to find an
optimal action—selection policy for any given (finite) Markov decision process. It works by learning an
action—value function

Gx* (s, a)=r(s, a)+7 x ZP(S’|S, a) x max G(s', ') 4)

s'es

The equation gives the expected efficacy of performing the assigned activities in a given state by
following the optimal policy. Thus, F * (s) = arga’ max G(s', a’). Let Go(s, a) be an old action—value
function from the experience tuple (s, a, r). The new value is

Grew(s, a) = Gou(s, a)+ax[r(s, a)+7 x max Gyu(s, a)] (5)

a represents the learning rate, which decreases gradually. After training, the model was tested for errors
and on the sample task in a step-by-step manner. The action was repeated many times in each state for an
infinite run as the learning rate decreased with the processing speed. Then, the Q value changed with the
probability G (s, @). The output of the training process was obtained through the precision ratio and the
vector value. The training of the DNN and the vector model to generate stable features. The suitability of
the proposed method for detecting knee OA in itsearly stages in case of limited data and the scalability of
KOA were the other challenges in this context.

4 Results and Discussion

The results were processed in MATLAB2019. In this result analysis, the X-ray images from the OAI
dataset were used to analyze the outputs byusing deep reinforcement DR learning, and the performance
of the proposed method was analyzed and compared with prevalent techniques of classification.
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From the experimental analysis, it is obvious that osteoarthritis can be analyzed and processed by this
technique. In Fig. 7b, the X-Ray image is preprocessed using the histogram equalization Technique. In
Fig. 7c, RL learning algorithm is implemented to section and classify joint disorder of X-Ray images and
Fig. 7d is the classification output of the osteoarthritis region of knee. The experimental result of the
proposed technique is compared with different existing techniques to evaluate its performance.

() (b) () (d)

Figure 7: Experimental result of reinforcement learning using X-ray images: (a) Sample image; (b)
Correlation histogram; (c) Reinforcement learning; (d) Output of classification

Performance analysis: The expected outcome has been calculated using real information marked by the
treatment center. We also fulfilled the training data and testing data for not go beyond the patient’s statistics.
The result is categorized into four parts i.e., TP, TN, FP, and FN in terms of positive and negative. Because a
Deep Neural network has the value of either true or false. True Positive means accurate envisagation of Knee
OA. False Positive means accurate envisagation of Non-Knee OA. False Positive means inaccurate
envisagation of Knee OA. False Positive means inaccurate envisagation of Non-Knee OA. The
performance calculation is measured by the rate of exactness of the given data sets (trained data and
tested data). Depends on the age limit the Knee OA is varied as discussed. To find the disproportion of
these findings of Knee OA, we have used supplementary values like Sensitivity, Specificity, and
prognostic cost. The formulas are
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Sensitivity (Se) = X/(X + B)

Specificity (Spe) = Y/(Y + A)

Prognostic cost (Pc) = X/(X + A)

Exactness (Ex) = (X+Y)/(X+B+A+Y)

where x, y, a, and B are represented by TP, TN, FP, and FN respectively.

Fig. 8 shows a performance analysis of the proposed RL technique in comparison with a number
of existing prevalent techniques, including the CNN, DNN, ResNet 150, and Dense VoxNet. The
performance progress of accuracy attains 72%, 75%, 80% & 85% in CNN, DNN, ResNet 150, and Dense
VoxNet respectively and 94% in proposed RL. Similarly the sensitivity is 75% in CNN, 79% in DNN,
84% in ResNet 150%, 90% in Dense VoxNet and 93% in proposed RL. Similarly, the specificity is 75%
in CNN, 78% in DNN, 81% in ResNet 150%, 86% in Dense VoxNet, and 94% in proposed RL. The
precision ration of CNN, DNN, ResNet 150 and Dense VoxNet are 0.62, 0.78, 0.83 & 0.85 respectively
and 0.94 proposed RL It is clear that the proposed RL-based method delivered better results than
prevalent methods.
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Figure 8: Graphical analysis of the proposed RL classification with existing techniques (a) Accuracy
(b) sensitivity (c) specificity (d) precision ratio

Training data with vector scalar: All reproductions were executed using Keras in the TensorFlow
framework. The twofold fractious entropy has been received like the misfortune work to undertake of
ordering the event of knee OA because of the unwarranted dataset, division heaviness contrive to fasten
this concern. Using the class weight, the alternative lessons turned out to be more significant.

Figs. 9 and 10 illustrate the primary and subsequent mechanisms into dissimilar stages, respectively
counting the training data with the vector—scalar and vector models using the min./max with the scalar as
a pretrial with the grouping of the neural network and the vector model.
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Figure 10: Minimum—-maximum scaling data with vector scalar

A dataset consisting of 20,000 OA records was used. Among 4867 and 2451 samples have been divided
into data and training sets respectively. Out of the training set, 30% of preparation models were considered as
a confirmation illustration. Amid a variety of investigational situations, the greatest DNNs structural design
was unseen with neurons. 500 and 100 were considered as batch and epoch size training correspondingly.
Tab. 1 supplies the uncertainty matrix consequences through the DNN algorithms besides Vector pre-
processing. We considered each successful model factor, and calculated 0.42 as the appropriate likelihood
threshold of OA. The accuracies of classification were 75.97%, 68.27%, 75.65%, and 41.52% for
sensitivity, specificity, and positive prognostic value. The vector scaling method was found to be superior
to the other methods considered, with an accuracy of 79.28%. Fig. 11 shows the ROC curve as an
indicator of the performance of the DNN with the vector scalar. Tab. 2 lists the indecision template of the
proposed technique.

Table 1: Performance analysis of OA classification techniques

Comparative Methodologies
metrics

CNN DNN ResNet 150 Dense Vox-Net Proposed
(Deep reinforcement)

Accuracy 72.23 75.25 80.14 85.47 93.79
Sensitivity 75.32 79.36 84.23 89.65 93.24
Specificity 75.23 78.5 81.4 86.64 94.12

Precision ratio 0.632 0.784 0.803 0.856 0.938




CSSE, 2022, vol.42, no.1 267

L4
=
=

]

o
a

a
2

[
L

Figure 11: Performance analysis of DNN receiver characteristic with vector model (Exactness 79.28)

Table 2: Indecision template of the projected technique

Indecision template True prediction False prediction
Actual value (True) 93 42
Actual value (False) 127 372

The combination of the vector-trained model data and the DNN were used to predict the occurrence of
KOA. It is further evaluated the parallel connection among all characteristics of numerical skin texture and
KOA. On the other hand, thorough links among components and KOA have not been demonstrated. Tab. 3
shows the correlation coefficients with the initial features and its best correlation values. The proposed
RL-based was tested in terms of its accuracy, sensitivity, specificity, and precision ratio. The indecision
template, true prediction, and false prediction were the key parameters representing the outcome of the
experiments.

Table 3: Primary values of the correlation coefficient

Feature Correlation coefficient
Sex 0.2189645
Age 0.2005112
BMI 0.1234167
Injury 0.2016722
Lifestyle 0.0051234
Chronic diseases 0.2013423
Smoking status 0.0024512
Health Status 0.0312771
Physical activity 0.0675312

Knee OA has been predicted by using a limited amount of data, including behavioral and clinical data.
Even though vector models were used here to divide the data more accurately, extra inputs were needed to
reduce the large inaccuracy of prediction. The limitations in conventional models included unreliability,
because they did not consider hostile environment, and few QoS parameters. Both these problems were
solved by the proposed model.
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Discussion: When a patient visits a medical specialist, the latter needs to choose measures to control the
relevant disease or issue. When the patient returns, the treatment recently controlled influences their status the
choice of future treatment. This course of action can be successfully modeled by using RL. It offers an
attractive selection, in contrast to similar frameworks, given the timely outcome of treatment as well as
the advantage to the patient. Despite the capability of RL in medication, there has been a range of
prevention mechanisms to be relevant RL estimation in the treatment center. Furthermore, RL
computation generally learns by experimentation and examination of treatment systems that are clearly
not possible from the oral words. Hence, RL calculations on a clinical background would be useful to
treat the patients further cost-effectively.

5 Conclusion

This study proposed a model to predict OA in people by using reinforced deep learning. We discussed
the technique to prepare the DRL in this context as well. The strength arrives from the use of comfortable
prediction fault for the duration of the learning process. In addition, the configuration of DRL was
understood in the way of getting effective prediction of the stage of osteoarthritis. A DNN model
combined with a vector model was proposed to predict KOA. The aim was to identify patients at high
risk of knee OA. Al can be used in this way to save the patient the time and energy required for
unnecessary visits to hospital. Owing to the usage of simple input datasets with a low resolution of the
images, the proposed DNN has been made to be trained the features and vector model to Produce
improved constant characteristics. Therefore, the proposed method is suitable for predicting and detecting
knee OA 1in its early stage by using a limited amount of data. We would intend to examine the scalability
of KOA features in the future work by using the DNN with high accuracy.
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