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#### Abstract

Moments of generalized order statistics appear in several areas of science and engineering. These moments are useful in studying properties of the random variables which are arranged in increasing order of importance, for example, time to failure of a computer system. The computation of these moments is sometimes very tedious and hence some algorithms are required. One algorithm is to use a recursive method of computation of these moments and is very useful as it provides the basis to compute higher moments of generalized order statistics from the corresponding lower-order moments. Generalized order statistics provides several models of ordered data as a special case. The moments of generalized order statistics also provide moments of order statistics and record values as a special case. In this research, the recurrence relations for single, product, inverse and ratio moments of generalized order statistics will be obtained for LindleyWeibull distribution. These relations will be helpful for obtained moments of generalized order statistics from Lindley-Weibull distribution recursively. Special cases of the recurrence relations will also be obtained. Some characterizations of the distribution will also be obtained by using moments of generalized order statistics. These relations for moments and characterizations can be used in different areas of computer sciences where data is arranged in increasing order.
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## 1 Introduction

Several situations arise where the ordering of the data is of great importance. For example arrangement of Olympic records or magnitude of the earthquake measured on a Richter scale etc. The distributional properties of such data are studied by using specialized methods known as ordered random variables. Ordered random variables are classified into several categories but two popular models are order statistics, discussed in detail by [1], and record values, introduced by [2].

Order statistics and record values are special cases of a more general class of models for ordered data, known as generalized order statistics (gos). The gos is a unified model for ordered random variables and has
widespread applications in many areas of life. The gos has been introduced by [3] and have been further extended by [4]. The joint density function of gos, introduced by [3], is
$f_{r: n, \tilde{n}, k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=k\left(\prod_{j=1}^{n-1} \gamma_{j}\right)\left[1-F\left(x_{n}\right)\right]^{k-1} f\left(x_{n}\right)\left[\prod_{i=1}^{n-1} f\left(x_{i}\right)\left\{1-F\left(x_{i}\right)\right\}^{m_{i}}\right]$,
where $m_{i}^{\prime}$ s are constants and $\tilde{m}=\left(m_{1}, m_{2}, \ldots, m_{n-1}\right)$ for $n \geq 2$ and $\gamma_{j}=k+(n-r)+M_{r}$ with $M_{r}=\sum_{j=r}^{n-1} m_{j} ; 1 \leq r \leq n-1$. The marginal distribution of a single gos and joint distribution of two gos have been studied in two different contexts, namely when $\gamma_{i}=\gamma_{j} ; i \neq j$ and when $\gamma_{i} \neq \gamma_{j} ; i \neq j$.

The marginal distribution of $r$ th $g o s$ when $\gamma_{i}=\gamma_{j} ; i \neq j$ is given by [3] as
$f_{r: n, m, k}(x)=\frac{C_{r-1}}{(r-1)!} f(x)\{1-F(x)\}^{\gamma_{r}-1} g_{m}^{r-1}[F(x)]$
where $C_{r-1}=\prod_{j=1}^{r} \gamma_{j} ; r=1,2, \ldots, n$, and
$g_{m}(x)=h_{m}(x)-h_{m}(0)= \begin{cases}{\left[1-(1-x)^{m+1}\right] /(m+1) ;} & m \neq-1 \\ -\ln (1-x) & m=-1 .\end{cases}$
The joint density function of two $\operatorname{gos}$ for $\gamma_{i}=\gamma_{j}$ is given by [3] as

$$
\begin{align*}
f_{r, s: n, m, k}\left(x_{1}, x_{2}\right)= & \frac{C_{s-1}}{(r-1)!(s-r-1)!} f\left(x_{1}\right) f\left(x_{2}\right)\left\{1-F\left(x_{1}\right)\right\}^{m} g_{m}^{r-1}\left\{F\left(x_{1}\right)\right\}  \tag{3}\\
& \times\left\{1-F\left(x_{2}\right)\right\}^{\gamma_{s}-1}\left[h_{m}\left\{F\left(x_{2}\right)\right\}-h_{m}\left\{F\left(x_{1}\right)\right\}\right]^{s-r-1} ;-\infty<x_{1}<x_{2}<\infty .
\end{align*}
$$

where
$h_{m}(x)= \begin{cases}-(1-x)^{m+1} /(m+1) ; & m \neq-1 \\ -\ln (1-x) & m=-1 .\end{cases}$
The marginal density function of a single gos and joint density function of two gos when $\gamma_{i} \neq \gamma_{j} ; i \neq j$ is given by [4] as
$f_{r: n, \tilde{m}, k}(x)=C_{r-1} f(x) \sum_{i=1}^{r} a_{i}(r)[1-F(x)]^{\gamma_{i}-1}$,
where $\tilde{m}=\left(m_{1}, m_{2}, \ldots, m_{n-1}\right)$ and $a_{i}(r)=\prod_{j \neq i=1}^{r}\left(\gamma_{j}-\gamma_{i}\right)^{-1} ; 1 \leq i \leq r \leq n$. The joint density of two gos for $\gamma_{i} \neq \gamma_{j} ; i \neq j$; is given by [4] as
$f_{r, s: n, m, k}\left(x_{1}, x_{2}\right)=C_{s-1}\left(\sum_{i=r+1}^{s} a_{i}^{(r)}(s)\left[\frac{\bar{F}\left(x_{2}\right)}{\bar{F}\left(x_{1}\right)}\right]^{\gamma_{i}}\right)\left(\sum_{i=1}^{r} a_{i}(r)\left[\bar{F}\left(x_{1}\right)\right]^{\gamma_{i}}\right) \frac{f\left(x_{1}\right) f\left(x_{2}\right)}{\bar{F}\left(x_{1}\right) \bar{F}\left(x_{2}\right)}$,
for $x_{1}<x_{2}$ and $a_{i}^{(r)}(s)=\prod_{j \neq i=r+1}^{s}\left(\gamma_{j}-\gamma_{i}\right)^{-1} ; r+1 \leq i \leq s \leq n$. More details about $g o s$ can be found in [5,6]. The gos reduces to order statistics if $m_{i}=0$ and $k=1$ and it reduces to $k$ th record values for $m_{i}=-1$.

Since the development of gos, several authors have studied the distributional properties of gos for specific probability distributions. Recurrence relations for moments of gos have been an interesting area of research within the domain of gos. Various authors have developed recurrence relations for moments of gos for certain probability distributions. Recurrence relations for moments of gos for a general class of probability distributions have been obtained by [7]. The relations for moments of gos for Marshall-Olkin extended Weibull distribution has been obtained by [8]. The recurrence relations for moments of gos for Kumaraswamy distribution have been obtained by [9]. Reference [10] has obtained relations for moments
of gos for a generalized Pareto distribution. The recurrence relations for moments of gos for Kumaraswamy Pareto distribution have been obtained by [11]. Reference [12] has studied the relations for moments of gos for power Lomax distribution whereas the relations for moments of gos for power Lindley distribution have been explored by [13] among others. More details on recurrence relations for moments of gos can be found in [6].

The Weibull distribution, introduced by [14], has been a popular distribution in many areas of life. The distribution has been extended and studied by several authors. The relations for moments of gos for Weibull distribution have been given in [5,6] among others. Recently, [15] has introduced a generalization of Weibull distribution called the Lindley-Weibull distribution. The density and distribution function of the Lindley-Weibull distribution are, respectively
$f(x)=\frac{\beta \theta^{2}}{\theta+1}\left[\alpha^{\beta} x^{\beta-1}+\alpha^{2 \beta} x^{2 \beta-1}\right] \exp \left[-\theta(\alpha x)^{\beta}\right] ; \quad x, \alpha, \beta, \theta>0$
and
$F(x)=1-\exp \left[-\theta\left(\alpha x^{\beta}\right)\right]\left[1+\frac{\theta}{\theta+1}(\alpha x)^{\beta}\right] ; \quad x, \alpha, \beta, \theta>0$.
The density and distribution function of the Lindley-Weibull distribution are related as
$1-F(x)=\left[\frac{\theta+1}{\theta^{2} \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} x^{\beta j-\beta+1}+\frac{1}{\theta \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} x^{\beta j+1}\right] f(x)$.
The relation (8) is very useful in recursive computation of moments of gos for the Lindley-Weibull distribution.

We will, now, derive expressions for recursive computation of moments of gos when a sample from the Lindley-Weibull distribution is available. These relations are obtained in the following sections.

## 2 Recursive Computation of the Simple Moments

The $p$ th moment of $g o s$ for a random sample from $F(x)$ is given as
$\mu_{r: n, \tilde{n}, k}^{p}=\int_{-\infty}^{\infty} x^{p} f_{r: n, \tilde{m}, k}(x) d x=\int_{-\infty}^{\infty} x^{p} C_{r-1} f(x) \sum_{i=1}^{r} a_{i}(r)[1-F(x)]^{\gamma_{i}-1} d x$
These moments are not easy to compute for most of the distribution and hence the recursive computation is used for these moments. An expression for recursive computation of moments of gos for the LindleyWeibull distribution is given in the following theorem.

Theorem 1: The simple moments of gos for the Lindley-Weibull distribution are related as
$\mu_{r: n, \tilde{m}, k}^{p}=\mu_{r-1: n, \tilde{m}, k}^{p}+\frac{p C_{r-1}}{\gamma_{r} \theta \beta}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{r: n, \tilde{m}, k}^{\beta j-\beta+p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{r: n, \tilde{m}, k}^{\beta j+p}\right]$.
Proof: A general relation for recursive computation of moments from any distribution is given by [7] as

$$
\begin{equation*}
\mu_{r: n, \tilde{n}, k}^{p}-\mu_{r-1: n, \tilde{m}, k}^{p}=p C_{r-2} \int_{-\infty}^{\infty} x^{p-1} \sum_{i=1}^{r} a_{i}(r)[1-F(x)]^{\gamma_{i}} d x . \tag{11}
\end{equation*}
$$

The above expression can be written as
$\mu_{r: n, \tilde{m}, k}^{p}-\mu_{r-1: n, \tilde{m}, k}^{p}=p C_{r-2} \int_{-\infty}^{\infty} x^{p-1}[1-F(x)] \sum_{i=1}^{r} a_{i}(r)[1-F(x)]^{\gamma_{i}-1} d x$.
Now, using (8) in the above equation, we have

$$
\begin{aligned}
\mu_{r: n, \tilde{m}, k}^{p}-\mu_{r-1: n, \tilde{m}, k}^{p}= & p \frac{C_{r-1}}{\gamma_{r}} \int_{-\infty}^{\infty} x^{p-1}\left[\frac{\theta+1}{\theta^{2} \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} x^{\beta j-\beta+1}+\frac{1}{\theta \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} x^{\beta j+1}\right] f(x) \\
& \times \sum_{i=1}^{r} a_{i}(r)[1-F(x)]^{\gamma_{i}-1} d x
\end{aligned}
$$

Simplifying and re-arranging the above expression we have
$\mu_{r: n, \tilde{m}, k}^{p}=\mu_{r-1: n, \tilde{m}, k}^{p}+\frac{p}{\gamma_{r} \theta \beta}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{r: n, \tilde{m}, k}^{\beta j-\beta+p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{r: n, \tilde{m}, k}^{\beta j+p}\right]$,
and hence the result.
Corollary 1: Replacing $p$ with " $-p$ " in (11), the recurrence relation for inverse moments of gos for the Lindley-Weibull distribution is
$\mu_{r: n, \tilde{m}, k}^{-p}=\mu_{r-1: n, \tilde{m}, k}^{-p}-\frac{p}{\gamma_{r} \theta \beta}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{r: n, \tilde{m}, k}^{\beta j-\beta-p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{r: n, \tilde{m}, k}^{\beta j-p}\right]$.
Corollary 2: The simple and inverse moments of order statistics for the Lindley-Weibull distribution are related, respectively, as
$\mu_{r: n}^{p}=\mu_{r-1: n}^{p}+\frac{p}{\theta \beta(n-r+1)}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{r: n}^{\beta j-\beta+p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{r: n}^{\beta j+p}\right]$
and
$\mu_{r: n}^{-p}=\mu_{r-1: n}^{-p}-\frac{p}{\theta \beta(n-r+1)}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{r: n}^{\beta j-\beta-p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{r: n}^{\beta j-p}\right]$.
Corollary 3: The simple and inverse moments of $k$ th record values for the Lindley-Weibull distribution are related, respectively, as
$\mu_{K(r)}^{p}=\mu_{K(r-1)}^{p}+\frac{p}{\theta \beta k}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{K(r)}^{\beta j-\beta+p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{K(r)}^{\beta j+p}\right]$,
and
$\mu_{K(r)}^{-p}=\mu_{K(r-1)}^{-p}-\frac{p}{\theta \beta k}\left[\frac{\theta+1}{\theta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1} \mu_{K(r)}^{\beta j-\beta-p}+\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j} \mu_{K(r)}^{\beta j-p}\right]$,

CSSE, 2022, vol.41, no. 1

## 3 Recursive Computation of the Joint Moments

The $(p, q)$ th moment of $g o s$ for a random sample from $F(x)$ is given as

$$
\begin{aligned}
\mu_{r, s: s, n, \tilde{m}, k}^{p, q} & =\int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q} f_{r, s: n, \tilde{m}, k}(x) d x_{2} d x_{1} \\
& =\int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q} C_{s-1}\left(\sum_{i=r+1}^{s} a_{i}^{(r)}(s)\left[\frac{\bar{F}\left(x_{2}\right)}{\bar{F}\left(x_{1}\right)}\right]^{\gamma_{i}}\right)\left(\sum_{i=1}^{r} a_{i}(r)\left[\bar{F}\left(x_{1}\right)\right]^{\gamma_{i}}\right) \frac{f\left(x_{1}\right) f\left(x_{2}\right)}{\bar{F}\left(x_{1}\right) \bar{F}\left(x_{2}\right)} d x_{2} d x_{1} .
\end{aligned}
$$

In the following, we will obtain an expression for recursive computation of product moments of gos for the Lindley-Weibull distribution.

Theorem 2: The product moments of gos for the Lindley-Weibull distribution are related as
$\mu_{r, s: n, \tilde{m}, k}^{p, q}=\mu_{r, s-1: n, \tilde{m}, k}^{p, q}+\frac{q}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n, \tilde{m}, k}^{p, \beta j-\beta+q}+\alpha \mu_{r, s: s, \tilde{m}, k}^{p, \beta j, q}\right\}\right]$.
Proof: Following [6], a relation for recursive computation of product moments from any distribution is

$$
\begin{align*}
\mu_{r, s: n, \tilde{m}, k}^{p, q}-\mu_{r, s-1: n, \tilde{m}, k}^{p, q}= & q C_{s-2} \int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1}\left(\sum_{i=r+1}^{s} a_{i}^{(r)}(s)\left[\frac{\bar{F}\left(x_{2}\right)}{\bar{F}\left(x_{1}\right)}\right]^{\gamma_{i}}\right) \\
& \times\left(\sum_{i=1}^{r} a_{i}(r)\left[\bar{F}\left(x_{1}\right)\right]^{\gamma_{i}}\right) \frac{f\left(x_{1}\right)}{\bar{F}\left(x_{1}\right)} d x_{2} d x_{1} . \tag{18}
\end{align*}
$$

The above expression can be written as

$$
\begin{aligned}
\mu_{r, s: n, \tilde{m}, k}^{p, q}-\mu_{r, s-1: n, \tilde{m}, k}^{p, q}= & q C_{s-2} \int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1}\left(\sum_{i=r+1}^{s} a_{i}^{(r)}(s)\left[\frac{\bar{F}\left(x_{2}\right)}{\bar{F}\left(x_{1}\right)}\right]^{\gamma_{i}}\right)\left(\sum_{i=1}^{r} a_{i}(r)\left[\bar{F}\left(x_{1}\right)\right]^{\gamma_{i}}\right) \\
& \times \frac{f\left(x_{1}\right)}{\bar{F}\left(x_{1}\right) \bar{F}\left(x_{2}\right)} \bar{F}\left(x_{2}\right) d x_{2} d x_{1} .
\end{aligned}
$$

Now, using (8) in the above equation, we have

$$
\begin{aligned}
\mu_{r, s: n, \tilde{m}, k}^{p, q}-\mu_{r, s-1: n, \tilde{m}, k}^{p, q}= & \frac{q C_{s-1}}{\gamma_{s}} \int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1}\left(\sum_{i=r+1}^{s} a_{i}^{(r)}(s)\left[\frac{\bar{F}\left(x_{2}\right)}{\bar{F}\left(x_{1}\right)}\right]^{\gamma_{i}}\right)\left(\sum_{i=1}^{r} a_{i}(r)\left[\bar{F}\left(x_{1}\right)\right]^{\gamma_{i}}\right) \\
& \times \frac{f\left(x_{1}\right) f\left(x_{2}\right)}{\bar{F}\left(x_{1}\right) \bar{F}\left(x_{2}\right)}\left[\frac{1}{\theta \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} x_{2}^{\beta j-\beta+1}+\alpha x_{2}^{\beta j+1}\right\}\right] d x_{2} d x_{1} .
\end{aligned}
$$

Simplifying the above expression we have

$$
\mu_{r, s: n, \tilde{m}, k}^{p, q}=\mu_{r, s-1: n, n, \tilde{m}, k}^{p, q}+\frac{q}{\gamma_{s} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n, \tilde{m}, k}^{p, \beta-\beta+q}+\alpha \mu_{r, s: n, \tilde{m}, k}^{p, \beta j q}\right\}\right],
$$

and hence the result.

Corollary 4: The recursive relation for ratio moments of gos for the Lindley-Weibull distribution is
$\mu_{r, s: s, n, \tilde{m}, k}^{p,-q}=\mu_{r, s-1: n, \tilde{m}, k}^{p, q}-\frac{q}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n, \tilde{m}, k}^{p, \beta j-\beta-q}+\alpha \mu_{r, s: s, n, \tilde{m}, k}^{p, \beta j-q}\right\}\right]$.
Corollary 5: The joint and ratio moments of order statistics for the Lindley-Weibull distribution are related as
$\mu_{r, s: n}^{p, q}=\mu_{r, s-1: n}^{p, q}+\frac{q}{\theta \beta(n-s+1)}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n}^{p, \beta j-\beta+q}+\alpha \mu_{r, s: n}^{p, \beta j+q}\right\}\right]$
and
$\mu_{r, s: n}^{p,-q}=\mu_{r, s-1: n}^{p,-q}-\frac{q}{\theta \beta(n-s+1)}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n}^{p, \beta j-\beta-q}+\alpha \mu_{r, s: n}^{p, \beta j-q}\right\}\right]$.
Corollary 6: The joint and ratio moments of $k$ th records for the Lindley-Weibull distribution are related as
$\mu_{K(r, s)}^{p, q}=\mu_{K(r, s-1)}^{p, q}+\frac{q}{\theta \beta k}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{K(r, s)}^{p, \beta j-\beta+q}+\alpha \mu_{K(r, s)}^{p, \beta j+q}\right\}\right]$
and
$\mu_{K(r, s)}^{p,-q}=\mu_{K(r, s-1)}^{p,-q}-\frac{q}{\theta \beta k}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{K(r, s)}^{p, \beta j-\beta-q}+\alpha \mu_{K(r, s)}^{p, \beta j-q}\right\}\right]$.

## 4 Characterizations

In this section, we will give some characterizations for the Lindley-Weibull distribution in terms of simple and product moments of gos. These characterizations are given when $m_{i}=m$ and in this case, the relation (11) reduces to
$\mu_{r: n, m, k}^{p}-\mu_{r-1: n, m, k}^{p}=\frac{p C_{r-1}}{\gamma_{r}(r-1)!} \int_{-\infty}^{\infty} x^{p-1}[\bar{F}(x)]^{\gamma_{r}} g_{m}^{r-1}[F(x)] d x$,
where $\bar{F}(x)=1-F(x)$. The relation (21) will be helpful to obtain the characterizations. The characterizations are given in the following theorems.

Theorem 3: A necessary and sufficient condition for a random variable $X$ to have density and distribution functions (6) and (7) respectively is that the moments of its gos are related as
$\mu_{r: n, m, k}^{p}-\mu_{r-1: n, \tilde{m}, k}^{p}=\frac{p}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r: n, \tilde{m}, k}^{\beta j-\beta+p}+\alpha \mu_{r: n, \tilde{m}, k}^{\beta j+p}\right\}\right]$.
Proof: The necessary condition immediately follows from Theorem 1. To prove the sufficient condition consider the relation (21) and hence we have
$\frac{p C_{r-1}}{\gamma_{r}(r-1)!} \int_{-\infty}^{\infty} x^{p-1}[\bar{F}(x)]^{\gamma_{r}} g_{m}^{r-1}[F(x)] d x=\frac{p}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r: n, \tilde{m}, k}^{\beta j-\beta+p}+\alpha \mu_{r: n, n, \tilde{m}, k}^{\beta j+p}\right\}\right]$
or

$$
\begin{aligned}
& \frac{p}{\gamma_{r}} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{p-1}[\bar{F}(x)]^{\gamma_{r}} g_{m}^{r-1}[F(x)] d x=\frac{p}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\right. \\
& \left.\quad \times \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{p-1}\{\bar{F}(x)\}^{\gamma_{r}-1} g_{m}^{r-1}\{\bar{F}(x)\}\left\{\frac{\theta+1}{\theta} x^{\beta j-\beta+1}+\alpha x^{\beta j+1}\right\} f(x) d x\right]
\end{aligned}
$$

or

$$
\begin{aligned}
& \frac{p}{\gamma_{r}} \frac{C_{r-1}}{(r-1)!} \int_{0}^{\infty} x^{p-1}[\bar{F}(x)]^{\gamma_{r}-1} g_{m}^{r-1}[F(x)][\bar{F}(x) \\
& \left.\quad-\frac{1}{\theta \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} x^{\beta j-\beta+1}+\alpha x^{\beta j+1}\right\} f(x)\right] d x=0
\end{aligned}
$$

Using Müntz-Száz; see [16]; to above equation we have
$\bar{F}(x)=\left[\frac{1}{\theta \beta} \sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} x^{\beta j-\beta+1}+\alpha x^{\beta j+1}\right\}\right] f(x)$,
which is (8) and hence the theorem.
Theorem 4: A necessary and sufficient condition for a random variable $X$ to have density and distribution functions (6) and (7) respectively is that the product moments of its gos are related as

$$
\begin{equation*}
\mu_{r, s: n, m, k}^{p, q}-\mu_{r, s-1: n, m, k}^{p, q}=\frac{q}{\gamma_{r} \theta \beta}\left[\sum_{j=0}^{\infty}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} \mu_{r, s: n, m, k}^{p, \beta j-\beta+q}+\alpha \mu_{r, s: n, m, k}^{p, \beta j+q}\right\}\right] . \tag{25}
\end{equation*}
$$

Proof: The necessary part immediately follows from Theorem 2. For sufficient part, we consider the following relation between product moments of gos for any distribution $F(x)$ when $m_{i}=m$, given by [7],

$$
\begin{aligned}
\mu_{r, s: n, m, k}^{p, q}-\mu_{r, s-1: n, m, k}^{p, q}= & \frac{q C_{s-1}}{\gamma_{s}(r-1)!(s-r-1)!} \int_{-\infty}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1} f\left(x_{1}\right)\left[\bar{F}\left(x_{1}\right)\right]^{m} g_{m}^{r-1}[F(x)] \\
& \times\left[h_{m}\left\{F\left(x_{2}\right)\right\}-h_{m}\left\{F\left(x_{1}\right)\right\}\right]^{s-r-1}\left[\bar{F}\left(x_{2}\right)\right]^{\gamma_{s}} d x_{2} d x_{1} .
\end{aligned}
$$

Now using the above relation in (22) we have

$$
\begin{aligned}
& \frac{q C_{s-1}}{\gamma_{s}(r-1)!(s-r-1)!} \int_{0}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1} f\left(x_{1}\right)\left[\bar{F}\left(x_{1}\right)\right]^{m} g_{m}^{r-1}\left[F\left(x_{1}\right)\right]\left[h_{m}\left\{F\left(x_{2}\right)\right\}-h_{m}\left\{F\left(x_{1}\right)\right\}\right]^{s-r-1} \\
& \quad \times\left[\bar{F}\left(x_{2}\right)\right]^{\gamma_{s}} d x_{2} d x_{1}=\frac{q}{\gamma_{s} \theta \beta}\left[\frac{\theta+1}{\theta} \sum_{j=1}^{n}(-1)^{j} \alpha^{\beta j-1} \frac{C_{s-1}}{(r-1)!(s-r-1)!} \int_{0}^{\infty} \int_{x_{2}}^{\infty} x_{1}^{p} x_{2}^{q-1} f\left(x_{1}\right)\left\{\bar{F}\left(x_{1}\right)\right\}^{m}\right. \\
& \left.\quad \times g_{m}^{r-1}\left\{F\left(x_{1}\right)\right\}\left\{h_{m}\left(F\left(x_{2}\right)\right)-h_{m}\left(F\left(x_{1}\right)\right)\right\}^{s-r-1}\{F(x)\}^{\gamma_{s}-1}\left\{\frac{\theta+1}{\theta} x_{2}^{\beta j-\beta+1}+\alpha x_{2}^{\beta j+1}\right\} d x_{2} d x_{1}\right]
\end{aligned}
$$

or

$$
\begin{aligned}
& \frac{q C_{s-1}}{\gamma_{s}(r-1)!(s-r-1)!} \int_{0}^{\infty} \int_{x_{1}}^{\infty} x_{1}^{p} x_{2}^{q-1} f\left(x_{1}\right)\left[\bar{F}\left(x_{1}\right)\right]^{m} g_{m}^{r-1}\left[F\left(x_{1}\right)\right]\left[h_{m}\left\{F\left(x_{2}\right)\right\}-h_{m}\left\{F\left(x_{1}\right)\right\}\right]^{s-r-1} \\
& \times\left[\bar{F}\left(x_{2}\right)\right]^{\gamma_{s}-1}\left[\bar{F}\left(x_{2}\right)-\frac{1}{\theta \beta} \sum_{j=1}^{n}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} x_{2}^{\beta j-\beta+1}+\alpha x_{2}^{\beta j+1}\right\} f\left(x_{2}\right)\right] d x_{2} d x_{1}=0
\end{aligned}
$$

Using Müntz-Száz; see [16]; to above equation we have
$\bar{F}\left(x_{2}\right)=\frac{1}{\theta \beta} \sum_{j=1}^{n}(-1)^{j} \alpha^{\beta j-1}\left\{\frac{\theta+1}{\theta} x_{2}^{\beta j-\beta+1}+\alpha x_{2}^{\beta j+1}\right\} f\left(x_{2}\right)$,
which is (8) and hence the theorem.

## 5 Numerical Study

In this section, we have given the numerical study for moments of order statistics when the sample is available from the Lindley-Weibull distribution. We have computed mean and variance of order statistics for the Lindley-Weibull distribution using various combinations of parameters. The results are given in Tabs. 1 and 2 in Appendix A.

Tab. 1 contains mean of order statistics for the Lindley-Weibull distribution for various combinations of the parameters. From this table we can see that, for fixed $\alpha, \beta, \theta$ and $n$, the mean of order statistics increases with an increase in the value of $r$. Also for fixed $\alpha, \beta, \theta$ and $r$ the mean of order statistics decreases with an increase in the value of $n$. Further, from Tab. 1, we can see that for fixed $\beta, \theta, n$ and $r$ the mean of order statistics decreases with an increase in the value of $\alpha$ and for fixed values of $\alpha, \beta, n$ and $r$ the mean decreases with increase in $\theta$. This table also shows an interesting effect of the parameter $\beta$ on the mean of order statistics. We can see from this table that for fixed $\alpha, \theta, n$ and increase in $\beta$, the mean increases for $r \leq(n+1) / 2+1$ and decreases for $r>(n / 2)+2$.

Tab. 2 contains variances of order statistics for the Lindley-Weibull distribution for various combinations of parameters. The effect of $\alpha, \theta, n$ and $r$ on variance are the same as their effect on the mean. We can see from this table that for fixed $\alpha, \theta, n$ and increase in $\beta$ the variance increases for $r \leq(n$ $-1) / 2+1$ and decreases for $r>(n / 2)-2$.

## 6 Conclusions

In this paper, we have derived expressions for recursive computation of single, product, inverse and ratio moments of gos when the sample is available from the Lindley-Weibull distribution. The derived relations provide relations for moments of order statistics and record values as a special case. These relations are useful to compute the moments for any value of the parameters. The mean and variance of order statistics for the Lindley-Weibull distribution are computed for different values of parameters. It is observed that for fixed $n$ the mean and variance of order statistics increases with an increase in $r$ and for fixed $r$ the mean and variance decreases with an increase in $n$. We have also obtained the characterizations of the Lindley-Weibull distribution using single and product moments of gos.

Funding Statement: The work was funded by the University of Jeddah, Saudi Arabia under Grant Number UJ-02-093-DR. The authors, therefore, acknowledge with thanks the University for technical and financial support.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding the present study.

## References

[1] H. A. David and H. N. Nagaraja, Order Statistics, New York, NY, USA: John Wiley, 2003.
[2] K. N. Chandler, "The distribution and frequency of record values," Journal of Royal Statistics Society B, vol. 14, pp. 220-228, 1952.
[3] U. Kamps, "A concept of generalized order statistics," Journal of Statistical Planning and Inference, vol. 48, pp. 1-23, 1995.
[4] U. Kamps and S. Cramer, "On distribution of generalized order statistics," Statistics, vol. 35, pp. 269-280, 2001.
[5] M. Ahsanullah and V. B. Nevzorov, Ordered Random Variables, Nova, USA, 2001.
[6] M. Q. Shahbaz, M. Ahsanullah, S. H. Shahbaz and B. Al-Zahrani, Ordered Random Variables: Theory and Applications, Paris, France: Atlantis Press and Springer, 2016.
[7] H. Athar and H. M. Islam, "Recurrence relations between single and product moments of generalized order statistics from a general class of distributions," Metron, vol. 42, pp. 327-337, 2004.
[8] H. Athar, Nayabuddin and S. K. Khwaja, "Relations for moments of generalized order statistics from marshallolkin extended weibull distribution and its characterization," Probability and Statistics Forum, vol. 5, pp. 127132, 2012.
[9] D. Kumar, "Generalized order statistics from kumaraswamy distribution and its characterization," Tamsui Oxford Journal of Information and Mathematical Sciences, vol. 27, pp. 463-476, 2011.
[10] D. Kumar, M. Q. Shahbaz and S. Dey, "Recurrence relations for moments and estimation of parameters of generalized pareto distribution based on generalized order statistics," Journal of Applied Statistical Sciences, vol. 22, pp. 295-318, 2017.
[11] S. H. Shahbaz and M. Q. Shahbaz, "Recurrence relations for moments of generalized order statistics from kumaraswamy pareto distribution," Journal of Applied Statistical Sciences, vol. 22, pp. 429-442, 2017.
[12] S. Zarin, H. Ather and Y. Abdel-Aty, "Relations for moments of generalized order statistics from power lomax distribution," Journal of Statistics Applications and Probability Letters, vol. 6, pp. 29-36, 2019.
[13] R. Jabeen, S. H. Shahbaz and M. Q. Shahbaz, "Relations for moments of generalized order statistics from power lindley distribution," Advances and Applications in Statistics, vol. 56, pp. 113-124, 2019.
[14] W. Weibull, "A statistical distribution function of wide applicability," Journal of Applied Mechanics, vol. 18, pp. 293-297, 1951.
[15] G. M. Cordeiro, A. Z. Afifi, H. M. Yousof, S. Cakamakyapan and G. Ozel, "The lindley weibull distribution: Properties and applications," Annals of Brazilian Academy of Sciences, vol. 90, pp. 2579-2598, 2018.
[16] J. S. Hwang and G. D. Lin, "Extensions of müntz-Száz theorems and application," Analysis, vol. 4, pp. 143-160, 1984.

## Appendix A

Table 1: Mean of order statistics for Lindley-Weibull distribution

(Continued)

Table 1: (continued).

| $n$ | $(\alpha=1.5, \beta=2.5, \theta=3.0)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | $r=7$ | $r=8$ | $r=9$ | $r=10$ |
| 1 | 0.1398 |  |  |  |  |  |  |  |  |  |
| 2 | 0.1068 | 0.1728 |  |  |  |  |  |  |  |  |
| 3 | 0.0911 | 0.1381 | 0.1901 |  |  |  |  |  |  |  |
| 4 | 0.0813 | 0.1203 | 0.1559 | 0.2015 |  |  |  |  |  |  |
| 5 | 0.0745 | 0.1088 | 0.1377 | 0.1681 | 0.2098 |  |  |  |  |  |
| 6 | 0.0693 | 0.1004 | 0.1255 | 0.1499 | 0.1772 | 0.2163 |  |  |  |  |
| 7 | 0.0652 | 0.0939 | 0.1165 | 0.1375 | 0.1591 | 0.1844 | 0.2217 |  |  |  |
| 8 | 0.0618 | 0.0887 | 0.1095 | 0.1282 | 0.1467 | 0.1666 | 0.1903 | 0.2261 |  |  |
| 9 | 0.0590 | 0.0844 | 0.1038 | 0.1209 | 0.1374 | 0.1542 | 0.1728 | 0.1954 | 0.2300 |  |
| 10 | 0.0566 | 0.0808 | 0.0990 | 0.1149 | 0.1299 | 0.1448 | 0.1605 | 0.1780 | 0.1997 | 0.2333 |

Table 2: Variance of order statistics for Lindley-Weibull distribution

| $n$ | $(\alpha=0.5, \quad \beta=1.5, \theta=1.5)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | $r=7$ | $r=8$ | $r=9$ | $r=10$ |
| 1 | 1.4815 |  |  |  |  |  |  |  |  |  |
| 2 | 0.6409 | 1.9944 |  |  |  |  |  |  |  |  |
| 3 | 0.3902 | 0.9687 | 2.3418 |  |  |  |  |  |  |  |
| 4 | 0.2734 | 0.6257 | 1.2180 | 2.6107 |  |  |  |  |  |  |
| 5 | 0.2070 | 0.4545 | 0.8174 | 1.4233 | 2.8316 |  |  |  |  |  |
| 6 | 0.1647 | 0.3528 | 0.6090 | 0.9822 | 1.5988 | 3.0196 |  |  |  |  |
| 7 | 0.1356 | 0.2857 | 0.4812 | 0.7457 | 1.1271 | 1.7524 | 3.1836 |  |  |  |
| 8 | 0.1145 | 0.2385 | 0.3950 | 0.5975 | 0.8687 | 1.2568 | 1.8893 | 3.3292 |  |  |
| 9 | $0.0986$ | 0.2035 | 0.3332 | 0.4958 | 0.7039 | 0.9807 | 1.3743 | 2.0127 | 3.4603 |  |
| 10 | 0.0862 | 0.1768 | 0.2869 | 0.4218 | 0.5894 | 0.8021 | 1.0834 | 1.4817 | 2.1253 | 3.5795 |
| $n$ | $(\alpha=1.5, \beta=1.5, \theta=1.5)$ |  |  |  |  |  |  |  |  |  |
|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | $r=7$ | $r=8$ | $r=9$ | $r=10$ |
| 1 | 0.1646 |  |  |  |  |  |  |  |  |  |
| 2 | $0.0712$ | 0.2216 |  |  |  |  |  |  |  |  |
| 3 | 0.0434 | 0.1076 | 0.2602 |  |  |  |  |  |  |  |
| 4 | $0.0304$ | $0.0695$ | 0.1353 | 0.2901 |  |  |  |  |  |  |
| 5 | 0.0230 | 0.0505 | 0.0908 | 0.1581 | 0.3146 |  |  |  |  |  |
| 6 | 0.0183 | 0.0392 | 0.0677 | 0.1091 | 0.1776 | 0.3355 |  |  |  |  |
| 7 | 0.0151 | 0.0317 | 0.0535 | 0.0829 | 0.1252 | 0.1947 | 0.3537 |  |  |  |
| 8 | 0.0127 | 0.0265 | 0.0439 | 0.0664 | 0.0965 | 0.1396 | 0.2099 | 0.3699 |  |  |
| 9 | 0.0110 | 0.0226 | 0.0370 | 0.0551 | 0.0782 | 0.1090 | 0.1527 | 0.2236 | 0.3845 |  |
| 10 | 0.0096 | 0.0196 | 0.0319 | 0.0469 | 0.0655 | 0.0891 | 0.1204 | 0.1646 | 0.2361 | 0.3977 |
|  |  |  |  |  |  |  |  |  |  | ontinued |

Table 2: (continued).

| $n$ | $(\alpha=1.5, \beta=2.5, \theta=1.5)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | $r=7$ | $r=8$ | $r=9$ | $r=10$ |
| 1 | 0.1121 |  |  |  |  |  |  |  |  |  |
| 2 | $0.0676$ | 0.1409 |  |  |  |  |  |  |  |  |
| 3 | 0.0501 | $0.0917$ | 0.1592 |  |  |  |  |  |  |  |
| 4 | 0.0404 | 0.0705 | 0.1083 | 0.1726 |  |  |  |  |  |  |
| 5 | $0.0341$ | 0.0582 | 0.0854 | 0.1210 | 0.1831 |  |  |  |  |  |
| 6 | 0.0297 | 0.0499 | 0.0716 | 0.0971 | 0.1312 | 0.1918 |  |  |  |  |
| 7 | 0.0264 | 0.0440 | 0.0621 | 0.0823 | 0.1067 | 0.1398 | 0.1991 |  |  |  |
| 8 | 0.0238 | 0.0394 | 0.0552 | 0.0721 | 0.0914 | 0.1149 | 0.1471 | 0.2054 |  |  |
| 9 | 0.0218 | 0.0358 | 0.0498 | 0.0644 | 0.0806 | 0.0991 | 0.1220 | 0.1536 | 0.2110 |  |
| 10 | 0.0201 | 0.0329 | 0.0455 | 0.0585 | 0.0724 | 0.0879 | 0.1059 | 0.1282 | 0.1593 | 0.2160 |
| $n$ | $(\alpha=1.5, \beta=2.5, \theta=3.0)$ |  |  |  |  |  |  |  |  |  |
|  | $r=1$ | $r=2$ | $r=3$ | $r=4$ | $r=5$ | $r=6$ | $r=7$ | $r=8$ | $r=9$ | $r=10$ |
| 1 | $0.0492$ |  |  |  |  |  |  |  |  |  |
| 2 | 0.0288 | 0.0674 |  |  |  |  |  |  |  |  |
| 3 | 0.0210 | 0.0430 | 0.0788 |  |  |  |  |  |  |  |
| 4 | 0.0168 | 0.0326 | 0.0527 | 0.0869 |  |  |  |  |  |  |
| 5 | 0.0141 | 0.0266 | 0.0411 | $0.0601$ | 0.0933 |  |  |  |  |  |
| 6 | 0.0122 | 0.0227 | 0.0341 | 0.0477 | $0.0661$ | 0.0985 |  |  |  |  |
| 7 | 0.0108 | 0.0199 | 0.0294 | 0.0401 | 0.0532 | 0.0710 | 0.1029 |  |  |  |
| 8 | 0.0097 | 0.0177 | 0.0260 | 0.0349 | 0.0452 | 0.0578 | 0.0753 | 0.1066 |  |  |
| 9 | 0.0089 | 0.0161 | 0.0233 | 0.0310 | 0.0396 | 0.0495 | 0.0619 | 0.0790 | 0.1100 |  |
| 10 | 0.0081 | 0.0147 | 0.0212 | 0.0280 | 0.0354 | 0.0437 | 0.0533 | 0.0654 | 0.0823 | 0.1129 |

