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#### Abstract

Real world applications are dealing now with a huge amount of data, especially in the area of high dimensional features. In this article, we depict the simply*upper, the simply*lower continuous, we get several characteristics and other properties with respect to upper and lower simply*-continuous soft multifunctions. We also investigate the relationship between soft-continuous, simply*continuous multifunction. We also implement fuzzy soft multifunction between fuzzy soft topological spaces which is Akdag's generation of the notion. We are introducing a new class of soft open sets, namely soft simply*open set deduce from soft topology, and we are using it to implement the new approximation space called soft multi-function approach space. Simply*space for approximation based on a simply*open set. The world must adopt modern studies in order to confront epidemics. Accordingly, we presented a new decision proposal in this article, compared our proposed approach to the soft relationship introduced by approximation of Xueyou, and concluded that our approach is better. We also used our proposal in the medical application that was studied in this paper.
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## 1 Introduction

Information about the world around is inaccurate and incomplete or uncertain. Granulation of information is very necessary to solve human problems, and thus have a very significant impact on the design and implementation of intelligent systems [1,2]. Decision making plays an important role in our daily life, there are many applications of decision making, such as [3,4]. Theory of topological spaces is a well-known theory that was combined with rough set theory to get new topological approximations for uncertain concepts in information systems, Trait reduction is one of the major steps in decision making problems. It refers to the determination of a minimum subset of attributes that preserves the final decision based on the entire set of attributes [5]. In addition to international schools in Germany and America, the Nobel Prize in Physics for topological uses of material transformation theory using topological applications in science and engineering was awarded in 2016 [6]. There exist many different types,
functions that play an important role, topological space Mashhour et al. [7]. In addition, Mashhour et al. [8] introduced the concept of $\alpha$-continuous function and studied some of their properties, at the final three contests, the notion of multi-function has developed at a different of methods and applications of this notion can be seen, in economic theory, non-cooperative games, artificial cleverness, medicine, knowledge sciences and resolution theory. Njastad [9] presented new class of the open sets it's called $\alpha$-open set. A big deal of studies on such functions has been developed for the show of multi-function. Decision making plays a critical role in our everyday lives, and among multiple alternatives, this mechanism offers the best alternative. There exist several decision making applications, such as [10-16].

Molodtsov et al. [17] present the idea of soft set theory as a mathematical method for answering doubts, also, Maji et al. [18]. He also introduced the fundamental results of the new soft set notion as well as presented some soft theory applications in several areas, e.g., soft functions, game theory, operations research, etc. Shabir et al. [19] began the study of soft topological space, and defined the soft topology over a soft set; they also introduced the fundamental notions of it. Aygunoğlu et al. [20] are researching on soft topological space. Recently, Kharal et al. [21] have recently learned about the concepts of a soft class function and studied some of its characteristics; they also applied these results to expert systems for medical diagnosis. Akdağ et al. [22] introduced the concept of upper and lower $\alpha$-continuity of soft multi-function. These authors also investigated the relationship between a soft multifunction knowledge database.

The upper and lower reverse of a fuzzy soft multifunction from ordinary topological space to fuzzy soft topological space has been described by Metin et al. [23]. Our study of simply* upper and simply* lower continuous fuzzy soft applications has made great progress, especially in decision making, such as soft level sets applied by Feng et al. [24] to solve fuzzy soft set-based decision making.

We study some of their fundamental characteristics of this multi-function. Additionally, we study the relationship among soft continuous multifunction, soft alpha-continuous multi-function and soft precontinuous multi-function. We also introduce the new approximation spaces called soft multifunction approximation space. Soft simply* approximation space based on soft simply* open set, and compare between these spaces and rough approximation induced by soft relation introduced by Xueyou [25]. We reach to the conclusion that our approximations are better than a rough approximation based on Yao. Also, we generalize the new concepts of fuzzy soft simply* lower and fuzzy soft simply* upper and their medical application. Our survey outlines a new model that gets major accuracies, competing with the Xueyou. To get the results a MATLAB program is applied.

The paper is structured as follows: The basic concepts of the soft set, fuzzy set and soft topological were explored in section two. Section three, we presented our proposed concept which is based on multi-function. In section four, some proposed concepts were introduced on fuzzy, soft and multi-function, and we also introduced a new concept to calculate the degree of accuracy, which has been applied in our paper, and section five concludes and highlights future scope.

## 2 Preliminaries

In this section, the present study is inspired by pointing out soft set and soft topological blind spots. We implement the notion of softness to overcome these challenge.

Definition $2.1[11] A$ soft sub-set $(F, I)$ of a soft space $(U, \widetilde{\tau}, I)$ it's called soft simply* open set, if $\delta \operatorname{int}_{s}\left(c l_{s}(F, I)\right) \subseteq \int l_{s}\left(\delta \operatorname{int}_{s}(F, I)\right)$. Also, soft simply* closed set, if int $\left(\delta c l_{S}(F, I)\right) \subsetneq \delta c l_{S}\left(\operatorname{int}_{S}(F, I)\right)$, and it's called soft simply open set, if $\operatorname{int}_{s}\left(c l_{s}(F, I)\right) \widetilde{\subseteq} c l_{s}\left(\operatorname{int}_{s}(F, I)\right)$.

Definition 2.2 [20] A soft sub-set $(F, I)$ of a soft topological space $(U, \widetilde{\tau}, I)$ it's called:
$i$. Soft pre-open, if $(F, I) \subseteq \operatorname{int}_{S}\left(c l_{S}(F, I)\right)$.
ii. Soft $\alpha$ - open, if $(F, I) \subseteq \operatorname{int}_{S}\left(c l_{S}\left(\operatorname{int}_{S}(F, I)\right)\right)$.

Definition 2.3 [12] A subset $W$ of topological space $(U, \tau)$ it's named simply*-open $\left(M^{M^{*}} S\right.$-open) set if $W \in\{U, \varphi, G \cup N: G$ is a proper-open set and $N$ is a nowhere thick set $\}$.

Proposition 2.1 [22] If $(W, I)$ is set softly to $Y$. So, the next are true for a soft multi-function $\Pi:(U, \tau) \rightarrow(Y, \sigma, I):$
i. $\Pi^{+}\left((W, I)^{C}\right)=U-\Pi^{-}(W, I)$.
ii. $\Pi^{-}\left((W, I)^{C}\right)=U-\Pi^{+}(W, I)$.
iii. $(\chi \circ \Pi)(x)=G(\Pi(x)), \forall n \in U$.

Definition 2.4 [12] A topological space $(U, \gamma)$ it's called simply* consolidated if for all simply* - open cover of $U$ has a finite sub-cover.

Definition 2.5 [26] Suppose $R$ is a binary relation over $U$, for $x \in X, r(x)=\{y: x R y\}$, then a pair of lower and upper approximations is defined: for $M \subseteq U \quad \operatorname{app}(M)=\{x: r(x) \subseteq M\}$, $\overline{a p p}(M)=\{x: \quad r(x) \cap M \neq \phi\}$.

Definition 2.6 [27] Let $U$ be a set and $I$ be attributes set, then the mapping $\varphi: I \rightarrow \quad{ }_{2}^{U X U}$ is called a soft relation on $U$ under $I$.

Definition 2.7 [8] Suppose $\phi$ is a soft relation, thus for every $e \in I, \varphi(e)$ is a binary relation on $U$ according to Yao's definition, for $x \in U$ we obtain $r_{e}(x)=\{y: y \in U,(x, y) \in \varphi(e)\}$. Thus, for a soft set $(C, B), C(e) \subseteq U$, we define $C(e)=\left\{x: \quad r_{e}(x) \subseteq C(e)\right\}$, and $C(e)=\left\{x: r_{e}(x) \cap C(e) \neq \phi\right\}$. So, we obtain two soft sets $(\bar{C}, B)$ and $(\underline{C}, B)$.

Definition 2.8 [21] Let $F: X \rightarrow Y$ be fuzzy soft multifunction from the ordinary into fuzzy soft space $(Y, \sigma, E)$ for each $x \in X$ a soft set $F(x)$ over $(Y, \sigma, E), F$ is said to be onto if for each fuzzy soft set $G_{B}$ over $Y$ there exist $x \in X$ such that $F(x)=G_{B}$.

## 3 Simply*Continuity of Soft Multifunction

Definition 3.1 For soft multifunction $\Gamma:(U, \tau) \rightarrow(Z, \sigma, I)$ the lower inverse $F^{-}(W, I)$ and the upper inverse $\Gamma^{+}(W, I)$ of a soft-set $(W, I)$ upon $Z$ know as follows: $\Gamma^{-}(W, I)=\{n \in U: \Gamma(n) \widetilde{\subseteq}(W, I)\}$, $\Gamma^{+}(W, I)=\{n \in U: \quad \Gamma(n) \widetilde{\cap}(W, I) \neq \varphi\}$.

Definition 3.2 Let $(V, \delta)$ be a space moreover, $(Z, \widetilde{\gamma}, I)$ be soft space. So, the soft multi-function $\Gamma:(V, \delta) \rightarrow(Z, \widetilde{\gamma}, I)$ it is stated to be:
$i$. Soft- lower simply*-continuous at element $n$ belongs to $U$ if for each soft open set $(W, I)$ such that $\Gamma(n) \widetilde{\subseteq}(W, I)$ there is simply* -open neighborhood $P(n)$ of $n$ where $\Gamma(m) \widetilde{\subseteq}(W, I), \forall m \in P(n)$.
ii. Soft -upper simply*-continuous at element $n$ belongs to $U$ if for each soft open set $(W, I)$ such that $\Gamma(x) \widetilde{\cap}(W, I) \neq \phi$ there is simply* open neighborhood $P(n)$ of $n$ where $\Gamma(n) \widetilde{\cap}(W, I) \neq \phi$, for all $m \in P(n)$.
iii. Soft- lower (upper) simply*-continuous if $\Gamma$ has this characteristic by via every of points $U$.

Theorem 3.1 A soft multi-function $F:(U, \delta) \rightarrow(W, \widetilde{\gamma}, I)$ is a soft- lower simply*- continuous if for all soft open set $(V, I)$ on top of $W, F^{-}(V, I)$ is simply*- open set in $W$.

Proof. Assume first $F$ is soft -upper simply*-continuous. Suppose that $(V, I)$ be soft open set upon $V$ while $v \in F^{-}(V, I)$. So, from definition 2.5 there is soft simply open vicinity $P(v)$ of $v$ where for each $m \in P(v), F(m) \subseteq(V, I)$ which means that $F^{-}(V, I)$ is a soft simply* open. Conversely, is obvious from the definition of soft lower continuity of $F$.

Theorem 3.2 Let $\Pi:(U, \tau) \rightarrow(Z, \gamma, I)$ be a soft multi-function and $M$ is a simply*- open set of $U$. Then the restriction $\Pi \mid M$ is soft-lower simply*- continuous if $\Pi$ is soft-lower simply*-continuous.

Proof. Assuming that $(K, I)$ be soft open set upon $Z$ so that $\Pi \mid M(v) \widetilde{\subseteq}(K, I)$. If $\Pi$ is soft lower simply* -continuous while $\Pi(v)=\Pi \mid M(v) \subseteq(K, I)$, so, there are simply*- open set $V \subseteq U$ include $v$ so that $\Pi(n) \subseteq(K, I)$ for all $n \in V$. Put $U_{1}=V \cap M$ then we have $U_{1}$ is simply*-open set in $M$ include $v$ and $\Pi\left(U_{1}\right)=\Pi \mid M\left(U_{1}\right) \subseteq(K, I)$. Consequently $\Pi \mid M$ is soft lower simply* -continuous.

Theorem 3.3 Let $\Pi:(U, \delta) \rightarrow(Z, \gamma)$ is multi-function, $L:(U, \delta) \rightarrow(W, \gamma, I)$ is soft multi-function if $\Pi$ is soft - upper (lower) simply* -continuous and $L$ is soft - upper (lower) continuous consequently $L \circ F$ is soft -upper (lower) simply*-continuous.

Proof. Suppose that $(V, I)$ is a soft open set upon $W$. As $L$ is soft- upper continuous then $L^{-}(V, I)$ is open in $Z$. As $\Pi$ is soft lower simply* continuous then $\Pi^{-}\left(L^{-}(V, I)=(L o \Pi)^{-}(V, I)\right.$ is simply*-open in $U$. Therefore $L o \Pi$ is soft - lower simply*- continuous. Similarly, we can show that $L o \Pi$ is soft- upper simply*continuous.

Theorem 3.4 Suppose $\Pi$ : $(U, \delta) \rightarrow(V, \widetilde{\gamma}, I)$ be a soft-lower simply* -continuous surjective multifunction and $U$ is simply*-compact thus $(V, \widetilde{\gamma}, I)$ is soft- compact.

Proof. Assume $\Pi$ : $(U, \delta) \rightarrow(V, \widetilde{\gamma}, I)$ be an onto soft multi-function, suppose $\zeta=\left\{\left(W_{k}, E\right): k \in I\right\}$ be a cover of $V$ via soft open sets. As $\Pi$ is soft- lower simply*- continuous, the class of all open sets of the form $\Pi^{+}\left(W_{k}, I\right)$, for $\left(W_{k}, I\right) \in \zeta$ is a soft simply*- cover of $V$ there is has a finite sub-cover. As $\Pi$ is surjective, consequently, we get $\Pi\left(\Pi^{-}\left(W_{k}, I\right)\right)=\left(W_{k}, I\right)$ for every soft set $\left(W_{i}, I\right)$ over $V$. Then there exist the class images of elements of sub-cover is a finite sub-family of $\zeta$ which covers $V$. So $(V, \widetilde{\gamma}, I)$ is soft- compact.

Remark 3.1 If $F$ is a soft- lower simply*-continuous consequently $F$ is soft - lower continuous but the reverse is not valid generally as illustrated the next example.

Example 3.1 Let $\tau=\{U, \phi,\{a\},\{c, a\}\} \quad$ is a topology over $U=\{a, b, c\}$ and $\widetilde{\sigma}=\{\varphi, \widetilde{W},(V, I),(Z, I)\}$ be a soft topology over $W=\left\{y_{1}, y_{2}, y_{3}\right\}$ where $I=\left\{e_{1}, e_{2}, e_{3}\right\}$, $V\left(e_{1}\right)=\left\{y_{1}\right\}, V\left(e_{2}\right)=\left\{y_{3}\right\}$ and $V\left(e_{3}\right)=\phi, Z\left(e_{1}\right)=\left\{y_{1}, y_{2}\right\}, Z\left(e_{2}\right)=\left\{y_{3}\right\}$ and $Z\left(e_{3}\right)=W$. Then the multi-function $\Pi$ : $(U, \tau) \rightarrow(W, \widetilde{\sigma}, I)$ is defined by $\Pi(a)=(V, I), \Pi(b)=(Z, I)$ and $\Pi(c)=W$ is soft upper simply* continuous multi-function but is not soft upper continuous multi-function. For $\Pi^{-}(V, I)=\{a\}$ and $\Pi^{-}(V, I)=\{b, a\}$ are upper (lower) simply*open sets but $\{b, a\}$ is not open sets in $U$.

Remark 3.2 Let $F$ be soft upper simply*continuous therefore $F$ is continuous soft-semi upper and upper $\alpha$-continuous however the reverse is not valid in generally as illustrated the next example.

Example 3.2 Assuming that $\tau=\{U, \phi,\{a\},\{b\},\{a, b\}\}$ be a topology on $U=\{a, b, c\}$ while $\widetilde{\sigma}=\{\varphi, \widetilde{Z},(V, I),(L, E)\}$ be a soft topology over $Z=\left\{y_{1}, y_{2}, y_{3}\right\}$ where $I=\left\{e_{1}, e_{2}, e_{3}\right\}$, $V\left(e_{1}\right)=\left\{y_{1}\right\}, V\left(e_{2}\right)=\left\{y_{3}\right\}$ and $V\left(e_{3}\right)=\phi, L\left(e_{1}\right)=\left\{y_{1}, y_{2}\right\}, L\left(e_{2}\right)=\left\{y_{3}\right\}$ while $L\left(e_{3}\right)=\widetilde{Z}$. Then the multi-function $F:(U, \delta) \rightarrow(Z, \widetilde{\gamma}, I)$ defined out as follows $F(a)=(V, I), F(b)=\widetilde{Z}$ while $F(c)=(L, I)$ is soft- lower simply*-continuous multi-function but is not soft upper $\alpha$ - continuous multi-function.

## 4 Approximation Based on Soft Multifunction and Its Application

Definition 4.1 Assume $F:(U, \delta) \rightarrow(Z, \gamma, I)$ be soft multi-function, and $F(v)$ is soft set over $Z$. Then $(Z, F(v))$ is called soft multi-function approximation space. We define a pair operator $F^{-}$and $F^{+}$where $F^{-}, F^{+}: S P(Z, I) \rightarrow P(U)$, we define the lower reverse $F^{-}(W, I)$ and the upper reverse
$F^{+}(W, I)$ of a soft set $(W, I)$ upon $Z$, are illustrated as follow: $F^{-}(W, I)=\{v \in U: F(v) \widetilde{\subseteq}(W, I)\}$ and $F^{+}(W, I)=\{v \in U: \quad F(x) \tilde{\cap}(W, I) \neq \varphi\}$.

Definition 4.2 Assuming that $\Pi:(U, \delta) \rightarrow(W, \sigma, I)$ be soft multifunction we define:
i. $\Pi^{-}(N, I)$ is devoted to the positive region of the soft set $(N, I)$.
ii. $\Pi^{+}(N, I)$ is negative region and is equal to $\left[\Pi^{+}(N, I)\right]^{C}$.
iii. The boundary soft multi-function of soft set $(N, I)$ denoted by $B_{S M}(N, I)=\Pi^{+}(\Pi, I)-\Pi^{-}(N, I)$.
iv. $(N, I)$ is called definable soft set and $B_{S M}(N, I)=\phi$ otherwise is called soft multi rough set $B_{S M}(N, I) \neq \phi$.

Definition 4.3 Let ( $U, S{ }_{S}^{M^{*}} O(U, I)$ ) be soft simply*approximation space based on soft simply*open set and $(W, I)$ is soft subset of soft topological space $(U, \widetilde{\delta}, I)$, then we define a pair operator $L_{S M^{*}}(W, I)$ and $U_{S M^{*}}(W, I), L_{S M^{*}}(W, I), U_{S M^{*}}(W, I): \quad S P(U, I) \rightarrow S P(U, I)$, we define the soft simply* lower $F^{-}(W, I)$ while upper inverse $F^{+}(W, I)$ of a soft set $(W, I)$ upon Uare defined as follows:
$L_{S M^{*}}(W, I)=\widetilde{\cup}\left\{(V, I):(V, I) \in S_{S}^{M^{*}} O(U, I),(V, I) \widetilde{\subseteq}(W, I)\right\}$
and $U_{S M^{*}}(W, I)=\widetilde{\cap}\left\{(H, I):(H, I) \in S S_{S}^{M^{*}} C(U, I),(W, I) \widetilde{\subseteq}(H, I)\right\}$.
Definition 4.4 Let $\left(X, S \stackrel{M^{*}}{S} O(X, I)\right)$ be soft simply* approximation space we define:
i. $L_{S M^{*}}(W, I)$ is devoted to the positive region of the soft set $(W, I)$.
ii. $N E G(W, I)=X \backslash U_{S M^{*}}(W, I)$ is negative region.
iii. $B^{S M^{*}}(W, I)=U_{S M^{*}}(W, I)-L_{S M^{*}}(W, I)$ is the boundary soft multi- function of soft set $(W, I)$.
$i v$. If $U_{S M^{*}}(W, I)=L_{S M^{*}}(W, I)$, then $(W, I)$ is called simply* definable soft set and $B^{S M^{*}}(W, I)=\phi$ otherwise is called soft simply* rough set $B^{S M^{*}}(W, I) \neq \phi$.

Definition 4.5 An accuracy measure of soft simply* approximation space of $(A, I)$ in $(X, F(x))$ is defined as $\mu_{S M^{*}}(A, I)=\frac{\left|F^{-}(A, I)\right|+\left|\left[F^{+}(A, I)\right]^{C}\right|}{|X|}$ where $|$.$| is devoted to the cardinality of the set. Such that$ $0 \leq \mu^{M F}(A, I) \leq 1$, if $\mu^{M F}(A, I)=1$, then $(A, I)$ is definable soft set, if $0 \prec \mu^{M F}(A, I) \prec 1$ and $\mu^{M F}(A, I) \neq 1$ then $(A, I)$ is soft simply*undefinable soft set.

Next, we shall discuss the comparison between the Yao method and our method for approximations. We deduce that in our method the soft lower approximation of any soft subset in soft simply an approximation space is definable soft set or soft exact set with respect to the lower and upper approximations of the methods Xueyou Chen. Thus, the boundary region of our method is empty set, and the following application shows this comparison.

For $U=\{b, a, c\}, I=\left\{e_{1}, e_{2}\right\}, \widetilde{\sigma}=\left\{U, \varphi,\left\{\left(e_{1},\{a, b\}\right),\left(e_{2},\{a, b\}\right)\right\},\left\{\left(e_{1},\{b\}\right)\right.\right.$, $\left.\left(e_{2},\{a, c\}\right)\right\},\left\{\left(e_{1},\{b, c\}\right), \quad\left(e_{2},\{a\}\right)\right\},\left\{\left(e_{1},\{b\}\right),\left(e_{2},\{a\}\right)\right\},\left\{\left(e_{1},\{a, b\}\right),\left(e_{2}, U\right)\right\},\left\{\left(e_{1}, U\right)\right.$, $\left.\left.\left(e_{2},\{a, b\}\right)\right\},\left\{\left(e_{1},\{b, c\}\right),\left(e_{2},\{a, c\}\right)\right\}\right\}$, is soft topological space on set $U$, and $\tau=\left\{M, \varphi,\left\{a_{1}\right\}\right.$, $\left.\left\{a_{1}, c_{1}\right\}\right\}$, let $R_{1}=\{(a, a),(a, b),(b, a),(b, c),(c, b)\}, R_{2}=\{(a, a),(a, b),(b, a),(b, c),(c, a)\}$, be a binary relation on set $U$. we define soft relation $\phi: E \rightarrow \quad 2$ where $\phi\left(e_{1}\right)=R_{1}, \phi\left(e_{2}\right)=R_{2}$. Then we define a binary relation such that $r_{e l}(a)=\{a, b\}, r_{e l}(b)=\{c, a\}, r_{e l}(c)=\{b\}$, and $r_{e 2}(a)=\{b, a\}, r_{e 2}(b)=\{c, a\}, r_{e 2}(c)=\{a\}, F:(V, \tau) \rightarrow(U, \sigma, E)$ be soft multi- function where $V=\left\{a_{1}, b_{1}, c_{1}, d_{1}, e_{1}, g_{1}, h_{1}\right\}, \quad F\left(a_{1}\right)=\left\{\left(e_{1},\{a, b\}\right),\left(e_{2},\{a, b\}\right)\right\}, \quad F\left(c_{1}\right)=\left\{\left(e_{1},\{b, c\}\right)\right.$, $\left.\left(e_{2},\{a\}\right)\right\}, F\left(d_{1}\right)=\left\{\left(e_{1},\{b\}\right),\left(e_{2},\{a\}\right)\right\}, F\left(e_{1}\right)=\left\{\left(e_{1},\{a, b\}\right),\left(e_{2}, U\right)\right\}, \quad F\left(h_{1}\right)=\left\{\left(e_{1}, U\right)\right.$, $\left.\left(e_{2},\{a, b\}\right)\right\}, F\left(g_{1}\right)=\left\{\left(e_{1},\{b, c\}\right),\left(e_{2},\{a, c\}\right)\right\}, F\left(b_{1}\right)=\left\{\left(e_{1},\{b\}\right),\left(e_{2},\{a, c\}\right)\right\}$.

We have Xueyou approximation on soft simply* approximation space and we comparison between the soft simply* approximation space, inverse lower, inverse upper with respect to Yao approximation. As the following Tab. 1 shows the class of soft simply* open set, the lower and the upper soft simply* open set and the accuracy soft simply* open set.

Table 1: Accuracy with soft simply* open sets

| $\stackrel{M^{*}}{S} O(U, I)$ |  | $L_{S M^{*}}(W, I)$ |  | $U_{S M^{*}}(W, I)$ |  | $\mu_{S M^{*}}(W, I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ |  |  |  |  |  |
| $U$ | $U$ | $U$ | $\phi$ | $U$ | $U$ | 1 |
| $\phi$ | $\phi$ | $\phi$ | $\phi$ | $\phi$ | $\phi$ | 1 |
| $\{a\}$ | $\phi$ | \{a\} | $\phi$ | \{a\} | $\phi$ | 1 |
| \{b\} | $\phi$ | \{b\} | $\phi$ | \{b\} | $\phi$ | 1 |
| $\{c\}$ | $\phi$ | \{c\} | $\phi$ | \{c\} | $\phi$ | 1 |
| $\{b, a\}$ | $\phi$ | $\{b, a\}$ | $\phi$ | $\{b, a\}$ | $\phi$ | 1 |
| $\{c, a\}$ | $\phi$ | $\{c, a\}$ | $\phi$ | $\{c, a\}$ | $\phi$ | 1 |
| $\{b, c\}$ | $\phi$ | $\{b, c\}$ | $\phi$ | $\{c, b\}$ | $\phi$ | 1 |
| $\phi$ | $\{a\}$ | $\phi$ | $\{a\}$ | $\phi$ | \{a\} | 1 |
| $\phi$ | $\{b\}$ | $\phi$ | \{b\} | $\phi$ | \{b\} | 1 |
| $\phi$ | $\{c\}$ | $\phi$ | \{c\} | $\phi$ | $\{c\}$ | 1 |
| $\phi$ | $\{b, a\}$ | $\phi$ | $\{a, b\}$ | $\phi$ | $\{a, b\}$ | 1 |
| $\phi$ | $\{c, a\}$ | $\phi$ | $\{a, c\}$ | $\phi$ | $\{a, c\}$ | 1 |
| $\{a\}$ | $\{b, a\}$ | \{a\} | $\{b, a\}$ | $\{a\}$ | $\{a, b\}$ | 1 |
| $\{a\}$ | $\{c, a\}$ | $\{a\}$ | $\{c, a\}$ | \{a\} | $\{a, c\}$ | 1 |
| $\{a\}$ | $\{b, c\}$ | $\{a\}$ | $\{b, c\}$ | $\{a\}$ | $\{b, c\}$ | 1 |
| $\{b\}$ | $\{b, a\}$ | $\{b\}$ | $\{b, a\}$ | \{b\} | $\{b, a\}$ | 1 |
| $\{b\}$ | $\{c, a\}$ | \{b\} | $\{c, a\}$ | \{b\} | $\{c, a\}$ | 1 |
| $\{b\}$ | $\{c\}$ | \{b\} | \{c\} | \{b\} | $\{c\}$ | 1 |
| $\{c\}$ | $\{a\}$ | \{c\} | $\{a\}$ | \{c\} | $\{a\}$ | 1 |
| $\{c\}$ | $\{b\}$ | \{c\} | \{b\} | \{c\} | \{b\} | 1 |
| $\{c\}$ | $U$ | \{c\} | $U$ | \{c\} | $U$ | 1 |
| $\{b, a\}$ | $U$ | $\{b, a\}$ | $U$ | $\{b, a\}$ | $U$ | 1 |
| $\{a\}$ | $U$ | $\{a\}$ | $U$ | $\{a\}$ | $U$ | 1 |
| $\{b\}$ | $U$ | \{b\} | $U$ | \{b\} | U | 1 |
| U | $\{a\}$ | $U$ | $\{a\}$ | $U$ | $\{a\}$ | 1 |
| $\{b\}$ | $\{c, b\}$ | \{b\} | $\{b, c\}$ | \{b\} | $\{b, c\}$ | 1 |
| $\{c\}$ | $\{b, a\}$ | $\{c\}$ | $\{b, a\}$ | $\{c\}$ | $\{b, a\}$ | 1 |
| $\{c\}$ | $\{c, a\}$ | \{c\} | $\{c, a\}$ | \{c\} | $\{c, a\}$ | 1 |
| $\{c\}$ | $\{c, b\}$ | \{c\} | $\{b, c\}$ | \{c\} | $\{b, c\}$ | 1 |
| $\{b, a\}$ | $\{a\}$ | $\{b, a\}$ | $\{a\}$ | $\{b, a\}$ | $\{a\}$ | 1 |


| Table 1 (continued). |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\stackrel{M}{ }_{M^{*}}^{S} O(U, I)$ |  | $L_{S M^{*}}(W, I)$ |  | $U_{S M^{*}}(W, I)$ |  | $\mu_{S M^{*}}(W, I)$ |
| $e_{1}$ | $e_{2}$ |  |  |  |  |  |
| $\{b, a\}$ | \{b\} | $\{a, b\}$ | \{b\} | $\{b, a\}$ | \{b\} | 1 |
| $\{b, a\}$ | $\{c\}$ | $\{b, a\}$ | $\{c\}$ | $\{b, a\}$ | $\{c\}$ | 1 |
| $\{b, a\}$ | $\{b, a\}$ | $\{b, a\}$ | $\{b, a\}$ | $\{b, a\}$ | $\{b, a\}$ | 1 |
| $\{b, a\}$ | $\{c, a\}$ | $\{b, a\}$ | $\{c, a\}$ | $\{b, a\}$ | $\{c, a\}$ | 1 |
| $\{b, a\}$ | $\{b, c\}$ | $\{b, a\}$ | $\{b, c\}$ | $\{b, a\}$ | $\{c, b\}$ | 1 |
| $\{c, a\}$ | $\{a\}$ | $\{c, a\}$ | $\{a\}$ | $\{c, a\}$ | $\{a\}$ | 1 |
| $\{c, a\}$ | $\{b\}$ | $\{c, a\}$ | $\{b\}$ | $\{c, a\}$ | $\{b\}$ | 1 |
| $\{c, a\}$ | $\{c\}$ | $\{c, a\}$ | $\{c\}$ | $\{c, a\}$ | $\{c\}$ | 1 |
| $U$ | $\{b, a\}$ | $U$ | $\{b, a\}$ | $U$ | $\{b, a\}$ | 1 |
| $U$ | $\{c, a\}$ | $U$ | $\{c, a\}$ | $U$ | $\{c, a\}$ | 1 |
| $U$ | $\{c, b\}$ | $U$ | $\{c, b\}$ | $U$ | $\{c, b\}$ | 1 |
| $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | 1 |
| $\phi$ | $\{b, c\}$ | $\phi$ | $\{b, c\}$ | $\phi$ | $\{b, c\}$ | 1 |
| $\{a\}$ | $\{a\}$ | $\{a\}$ | $\{a\}$ | $\{a\}$ | $\{a\}$ | 1 |
| $\{b\}$ | $\{b\}$ | $\{b\}$ | $\{b\}$ | $\{b\}$ | $\{b\}$ | 1 |
| $U$ | \{b\} | $U$ | \{b\} | $U$ | $\{b\}$ | 1 |
| $U$ | $\{c\}$ | $U$ | $\{c\}$ | $U$ | $\{c\}$ | 1 |
| $\{b\}$ | $\{a\}$ | $\{b\}$ | $\{a\}$ | $\{b\}$ | $\{a\}$ | 1 |
| $\{c, b\}$ | $\{c, b\}$ | $\{c, b\}$ | $\{b, c\}$ | $\{c, b\}$ | $\{c, b\}$ | 1 |
| $U$ | $\phi$ | $U$ | $\phi$ | $U$ | $\phi$ | 1 |
| $\phi$ | $U$ | $\phi$ | U | $\phi$ | $U$ | 1 |
| $\{c, b\}$ | $\{b, a\}$ | $\{b, c\}$ | $\{a, b\}$ | $\{c, b\}$ | $\{b, a\}$ | 1 |
| $\{c, b\}$ | $\{c, a\}$ | $\{c, b\}$ | $\{a, c\}$ | $\{c, b\}$ | $\{c, a\}$ | 1 |
| $\{c, b\}$ | $\{a\}$ | $\{c, b\}$ | $\{a\}$ | $\{c, b\}$ | $\{a\}$ | 1 |
| $\{c, b\}$ | \{b\} | $\{c, b\}$ | $\{b\}$ | $\{c, b\}$ | $\{b\}$ | 1 |
| $\{c, b\}$ | $\{c\}$ | $\{c, b\}$ | $\{c\}$ | $\{c, b\}$ | $\{c\}$ | 1 |
| $\{a, c\}$ | $\{a, b\}$ | $\{c, a\}$ | $\{a, b\}$ | $\{a, c\}$ | $\{a, b\}$ | 1 |
| $\{c, a\}$ | $\{c, a\}$ | $\{c, a\}$ | $\{a, c\}$ | $\{c, a\}$ | $\{c, a\}$ | 1 |
| $\{c, a\}$ | $\{c, b\}$ | $\{c, a\}$ | $\{b, c\}$ | $\{c, a\}$ | $\{c, b\}$ | 1 |
| $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | $\{c\}$ | 1 |
| $\{a\}$ | $\{b\}$ | $\{a\}$ | $\{b\}$ | $\{a\}$ | $\{b\}$ | 1 |
| $\{a\}$ | \{c\} | $\{a\}$ | $\{c\}$ | $\{a\}$ | $\{c\}$ | 1 |
| $\{c, a\}$ | $U$ | $\{c, a\}$ | $U$ | $\{c, a\}$ | $U$ | 1 |
| $\{c, b\}$ | $U$ | $\{c, b\}$ | $U$ | $\{c, b\}$ | $U$ | 1 |

The next Tab. 2, gives the accuracy of soft multi-function approximation space w. r. to Xueyou method.

Table 2: Accuracy of soft lower and soft upper multifunction with respect Xueyou method

| $P(U, I)$ |  | $F^{+}(W, I)$ | $F^{-}(W, I)$ | $\mu_{m}(W, I)$ | $F_{-}(W, I)_{\mathrm{XM}}$ |  | $F^{+}(W, I)_{\mathrm{XM}}$ |  | $\mu_{\text {xM }}(W, I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ |  |  |  | $e_{1}$ | $e_{2}$ | $e_{1}$ | $e_{2}$ |  |
| $\{a\}$ | $\phi$ | $\left\{a_{1}, e_{1}, g_{1}\right\}$ | $\phi$ | $\frac{4}{7}$ | $\phi$ | $\phi$ | $\{b, a\}$ | $\phi$ | 1 |
| \{b\} | $\phi$ | $V$ | $\phi$ | 0 | \{c\} | $\phi$ | $\{c, a\}$ | $\phi$ | 1 |
| $\{c\}$ | $\phi$ | $\left\{c_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{4}{7}$ | $\phi$ | $\phi$ | \{b\} | $\phi$ | 1 |
| $\{a, b\}$ | $\phi$ | V | $\phi$ | 0 | $\{c, a\}$ | $\phi$ | $U$ | $\phi$ | 1 |
| $\{a, c\}$ | $\phi$ | $\left\{a_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{3}{7}$ | $\{b\}$ | $\phi$ | $\{b, a\}$ | $\phi$ | 1 |
| $\{b, c\}$ | $\phi$ | V | $\phi$ | 0 | $\{c\}$ | $\phi$ | $U$ | $\phi$ | 1 |
| $\phi$ | $\{a\}$ | V | $\phi$ | 0 | $\phi$ | $\{c\}$ | $\phi$ | $U$ | 1 |
| $\phi$ | $\{b\}$ | $\left\{a_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{4}{7}$ | $\phi$ | $\phi$ | $\phi$ | $\{a\}$ | 1 |
| $\phi$ | $\{c\}$ | $\left\{b_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{4}{7}$ | $\phi$ | $\phi$ | $\phi$ | $\{b\}$ | 1 |
| $\phi$ | $\{a, b\}$ | $V$ | $\phi$ | 0 | $\phi$ | $\{c, a\}$ | $\phi$ | $U$ | $\frac{2}{3}$ |
| $\phi$ | $\{a, c\}$ | $V$ | $\phi$ | 0 | $\phi$ | $\{c, b\}$ | $\phi$ | $U$ | 1 |
| $\phi$ | $\{b, c\}$ | $\left\{a_{1}, e_{1}, g_{1}\right\}$ | $\phi$ | $\frac{4}{7}$ | $\phi$ | $\{c\}$ | $\phi$ | $\{a, b\}$ | 1 |
| $\{a\}$ | $\{a\}$ | $V$ | $\phi$ | 0 | $\phi$ | \{c\} | $\{b, a\}$ | $U$ | $\frac{1}{3}$ |
| $\{b\}$ | $\{b\}$ | V | $\phi$ | 0 | $\{c\}$ | $\phi$ | $\{c, a\}$ | $\{a\}$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{c\}$ | $\left\{b_{1}, c_{1}, d_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{1}{7}$ | $\phi$ | $\phi$ | $\{b, a\}$ | $\{a\}$ | $\frac{2}{3}$ |
| $\{a\}$ | $\{b\}$ | $\left\{a_{1}, b_{1}, c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{2}{7}$ | $\phi$ | $\phi$ | $\{b, a\}$ | $\{b\}$ | $\frac{2}{3}$ |
| $\{a\}$ | $\{c\}$ | $\left\{a_{1}, b_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{2}{7}$ | $\phi$ | $\phi$ | $U$ | $\{b\}$ | 0 |
| $\{b\}$ | $\{a\}$ | V | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | $\{c\}$ | $\{a, c\}$ | $U$ | $\phi$ | $\frac{2}{3}$ |
| $\{b\}$ | $\{c\}$ | $V$ | $\phi$ | 0 | \{c\} | $\phi$ | $\{c, a\}$ | $\{b\}$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{a\}$ | V | $\phi$ | 0 | $\phi$ | \{c\} | $\{b\}$ | $U$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{b\}$ | $\left\{c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{3}{7}$ | $\phi$ | $\phi$ | $\{b\}$ | $\{a\}$ | $\frac{2}{3}$ |
| $\{a\}$ | $\{b, a\}$ | V | $\phi$ | 0 | $\phi$ | $\{a, c\}$ | $\{b, a\}$ | $U$ | $\frac{2}{3}$ |
| $\{a\}$ | $\{c, a\}$ | V | $\phi$ | 0 | $\phi$ | $\{b, c\}$ | $\{b, a\}$ | $U$ | $\frac{2}{3}$ |
| $\{a\}$ | $\{b, c\}$ | V | $\phi$ | 0 | $\phi$ | $\phi$ | $\{b, a\}$ | $\{a, b\}$ | $\frac{1}{3}$ |
| $\{b\}$ | $\{a, b\}$ | V | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | \{c\} | $\{c, a\}$ | $\{c, a\}$ | $U$ | $\frac{2}{3}$ |
| $\{b\}$ | $\{a, c\}$ | $V$ | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | $\{c\}$ | $\{c, b\}$ | $\{a, c\}$ | U | $\frac{2}{3}$ |
| $\{b\}$ | $\{c, b\}$ | $V$ | $\phi$ | 0 | \{c\} | $\phi$ | $\{a, c\}$ | $\{a, b\}$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{a, b\}$ | V | $\phi$ | 0 | $\phi$ | $\{a, c\}$ | $\{b\}$ | $U$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{a, c\}$ | $V$ | $\phi$ | 0 | $\phi$ | $\{b\}$ | $\{b\}$ | $U$ | $\frac{2}{3}$ |
| $\{c\}$ | $\{b, c\}$ | $\left\{a_{1}, b_{1}, c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{1}{7}$ | $\phi$ | $\phi$ | \{b\} | $\{a, b\}$ | $\frac{2}{3}$ |
| $\{a, b\}$ | $\{a\}$ | V | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | $\{a, c\}$ | $\{c\}$ | $U$ | $U$ | $\frac{2}{3}$ |
| $\{a, b\}$ | $\{b\}$ | V | $\phi$ | 0 | $\{a, c\}$ | $\phi$ | $U$ | $\{a\}$ | $\frac{2}{3}$ |
| $\{a, b\}$ | $\{c\}$ | $V$ | $\phi$ | 0 | $\{a, c\}$ | $\phi$ | $U$ | $\{b\}$ | $\frac{2}{3}$ |
| $\{b, a\}$ | $\{b, a\}$ | $V$ | $\left\{a_{1}, d_{1}\right\}$ | $\frac{2}{7}$ | $\{a, c\}$ | $\{a, c\}$ | $U$ | $U$ | $\frac{2}{3}$ |
| $\{b, a\}$ | $\{c, a\}$ | $V$ | $\left\{b_{1}, d_{1}\right\}$ | $\frac{2}{7}$ | $\{a, c\}$ | $\{b\}$ | $U$ | $U$ | $\frac{2}{3}$ |
| $\{b, a\}$ | $\{b, c\}$ | V | $\phi$ | 0 | $\{a, c\}$ | $\phi$ | $U$ | $\{a, b\}$ | $\frac{2}{3}$ |
| $\{c, a\}$ | $\{a\}$ | V | $\phi$ | 0 | $\{b\}$ | $\{a\}$ | $U$ | $U$ | $\frac{1}{3}$ |

Table 2 (continued).

| $P(U, I)$ |  | $F^{+}(W, I)$ | $F^{-}(W, I)$ | $\mu_{m}(W, I)$ | $F_{-}(W, I)_{\mathrm{XM}}$ |  | $F^{+}(W, I)_{\mathrm{XM}}$ |  | $\mu_{\text {xM }}(W, I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ |  |  |  | $e_{1}$ | $e_{2}$ | $e_{1}$ | $e_{2}$ |  |
| $\{c, a\}$ | \{b\} | $\left\{a_{1}, c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{2}{7}$ | \{b\} | \{a\} | U | $\{a, c\}$ | $\frac{2}{3}$ |
| $\{a, c\}$ | $\{c\}$ | $\left\{a_{1}, b_{1}, c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{1}{7}$ | \{b\} | $\phi$ | $U$ | $\{b\}$ | $\frac{1}{3}$ |
| $\{c, a\}$ | $\{b, a\}$ | V | $\phi$ | 0 | \{b\} | $\{a, c\}$ | $\{a, b\}$ | U | $\frac{2}{3}$ |
| $\{c, a\}$ | $\{c, a\}$ | V | $\phi$ | 0 | \{b\} | $\{b, c\}$ | $\{a, b\}$ | U | $\frac{2}{3}$ |
| $\{c, a\}$ | $\{c, b\}$ | $\left\{a_{1}, b_{1}, c_{1}, e_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | 7 | \{b\} | $\phi$ | $\{a, b\}$ | $\{a, b\}$ | $\frac{2}{3}$ |
| $\{c, b\}$ | $\{a\}$ | V | $\left\{c_{1}, d_{1}\right\}$ | $\frac{2}{7}$ | \{c\} | \{a\} | $U$ | U | ${ }^{\frac{1}{3}}$ |
| $\{b, c\}$ | \{b\} | V | $\phi$ | 0 | \{c\} | $\phi$ | U | \{a\} | $\frac{2}{3}$ |
| $\{b, c\}$ | $\{c\}$ | V | $\phi$ | 0 | $\{c\}$ | $\phi$ | $U$ | \{b\} | $\frac{2}{3}$ |
| $\{b, c\}$ | $\{a, b\}$ | V | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | \{c\} | $\{a, c\}$ | $U$ | U | ${ }^{\frac{2}{3}}$ |
| $\{b, c\}$ | $\{b, c\}$ | V | $\phi$ | 0 | \{c\} | $\phi$ | $U$ | $\{a, b\}$ | $\frac{1}{3}$ |
| U | $U$ | V | $\phi$ | 0 | U | $\phi$ | U | U | 1 |
| $\phi$ | U | V | $\phi$ | 0 | $\phi$ | U | U | U | 1 |
| \{a\} | U | V | $\phi$ | 0 | $\phi$ | U | U | U | $\frac{1}{3}$ |
| \{b\} | U | V | $\phi$ | 0 | $\phi$ | $\phi$ | $\{a, c\}$ | U | 0 |
| \{c\} | U | V | $\left\{d_{1}\right\}$ | $\frac{1}{7}$ | $\phi$ | U | \{b\} | U | $\frac{2}{3}$ |
| $\{a, b\}$ | $U$ | V | $\left\{a_{1}, b_{1}, d_{1}, e_{1}\right\}$ | $\frac{4}{7}$ | $\{a, c\}$ | $U$ | U | U | 0 |
| $\{a, c\}$ | $U$ | V | $\phi$ | 0 | \{b\} | U | $\{a, b\}$ | U | 1 |
| $\{b, c\}$ | $U$ | V | $\left\{b_{1}, c_{1}, d_{1}, h_{1}\right\}$ | $\frac{4}{7}$ | \{c\} | U | $U$ | U | 1 |
| U | $\{a\}$ | V | $\left\{c_{1}, d_{1}\right\}$ | $\frac{2}{7}$ | U | $\phi$ | U | U | 1 |
| U | \{b\} | V | $\phi$ | 0 | U | $\phi$ | U | \{a\} | 1 |
| U | $\{c\}$ | V | $\phi$ | 0 | U | $\phi$ | $U$ | \{b\} | 1 |
| U | $\{a, b\}$ | V | $\left\{a_{1}, c_{1}, d_{1}, g_{1}\right\}$ | $\frac{4}{7}$ | U | $\{a, c\}$ | $U$ | U | 1 |
| U | $\{a, c\}$ | $V$ | $\left\{b_{1}, c_{1}, d_{1}, h_{1}\right\}$ | $\frac{4}{7}$ | U | $\{b, c\}$ | $U$ | U | 1 |
| U | $\{b, c\}$ | $V$ | $\phi$ | 0 | U | $\phi$ | $U$ | $\{a, b\}$ | 1 |
| \{c\} | $\{c\}$ | $\left\{b_{1}, c_{1}, d_{1}, g_{1}, h_{1}\right\}$ | $\phi$ | $\frac{2}{7}$ | $\phi$ | $\phi$ | \{b\} | $\{b\}$ | $\frac{2}{3}$ |

Tab. 3 show the comparison between the approximations.
Table 3: Comparison between three types of approximation

| $P(U, E)$ |  | $\mu_{m}(W, I)$ | $\mu_{\mathrm{XM}}(W, I)$ | $\mu_{S M^{*}}(W, I)$ | Continued$P(U, E)$ |  | $\mu_{m}(W, I)$ | $\mu_{\mathrm{XM}}(W, I)$ | $\mu_{S M^{*}}(W, I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ |  |  |  | $e_{1}$ | $e_{2}$ |  |  |  |
| $U$ | $U$ | - | - | - | $\{a\}$ | $\{a\}$ | 0 | $\frac{1}{3}$ | 1 |
| $\phi$ | $\phi$ | - | - | - | $\{b\}$ | $\{b\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\{a\}$ | $\phi$ | $\frac{4}{7}$ | 1 | 1 | $\{c\}$ | $\{c\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{b\}$ | $\phi$ | 0 | 1 | 1 | $\{a\}$ | $\{b\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 |
| $\{c\}$ | $\phi$ | $\frac{4}{7}$ | 1 | 1 | $\{a\}$ | $\{c\}$ | $\frac{2}{7}$ | 0 | 1 |

(Continued)

Table 3 (continued).

| $P(U, E)$ |  | $\mu_{m}(W, I)$ | $\mu_{\text {XM }}(W, I)$ | $\mu_{S M^{*}}(W, I)$ | Continued$P(U, E)$ |  | $\mu_{m}(W, I)$ | $\mu_{\mathrm{XM}}(W, I)$ | $\mu_{S M^{*}}(W, I)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ |  |  |  | $e_{1}$ | $e_{2}$ |  |  |  |
| $\{a, b\}$ | $\phi$ | 0 | 1 | 1 | \{b\} | \{a\} | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{a, c\}$ | $\phi$ | $\frac{3}{7}$ | 1 | 1 | $\{b\}$ | $\{c\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\{b, c\}$ | $\phi$ | 0 | 1 | 1 | $\{c\}$ | $\{a\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\phi$ | $\{a\}$ | 0 | 1 | 1 | \{c\} | \{b\} | $\frac{3}{7}$ | $\frac{2}{3}$ | 1 |
| $\phi$ | $\{b\}$ | $\frac{4}{7}$ | 1 | 1 | $\{a\}$ | $\{a, b\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\phi$ | $\{c\}$ | $\frac{4}{7}$ | 1 | 1 | $\{a\}$ | $\{a, c\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\phi$ | $\{a, b\}$ | 0 | $\frac{2}{3}$ | 1 | $\{a\}$ | $\{b, c\}$ | 0 | $\frac{1}{3}$ | 1 |
| $\phi$ | $\{a, c\}$ | 0 | 1 | 1 | \{b\} | $\{a, b\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\phi$ | $\{b, c\}$ | $\frac{4}{7}$ | 1 | 1 | $\{b\}$ | $\{a, c\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{c, a\}$ | $\{a\}$ | 0 | $\frac{1}{3}$ | 1 | $\varphi$ | $U$ | 0 | 1 | 1 |
| $\{a, c\}$ | $\{b\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 | \{a\} | $U$ | 0 | 3 | 1 |
| $\{a, c\}$ | $\{c\}$ | $\frac{1}{7}$ | $\frac{1}{3}$ | 1 | \{b\} | $U$ | 0 | 0 | 1 |
| $\{a, b\}$ | $U$ | $\frac{4}{7}$ | 0 | 1 | \{c\} | U | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{a, c\}$ | $U$ | 0 | 1 | 1 | \{c\} | $\{c\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 |
| $\{b, c\}$ | $U$ | $\frac{4}{7}$ | 1 | 1 | $U$ | $\{b, c\}$ | 0 | 1 | 1 |
| $U$ | $\{a\}$ | $\frac{2}{7}$ | 1 | 1 | $U$ | $\{b, c\}$ | 0 | 1 | 1 |
| $U$ | \{b\} | 0 | 1 | 1 | $U$ | $\{a, b\}$ | $\frac{4}{7}$ | 1 | 1 |
| U | $\{c\}$ | 0 | 1 | 1 | $\{a\}$ | $U$ | 0 | $\frac{1}{3}$ | 1 |
| \{b\} | $\{b, c\}$ | 0 | $\frac{2}{3}$ | 1 | $\{a, c\}$ | $\{a, b\}$ | 0 | $\frac{2}{3}$ | 1 |
| \{c\} | $\{a, b\}$ | 0 | $\frac{2}{3}$ | 1 | $\{a, c\}$ | $\{a, c\}$ | 0 | $\frac{2}{3}$ | 1 |
| \{c\} | $\{a, c\}$ | 0 | $\frac{2}{3}$ | 1 | $\{a, c\}$ | $\{b, c\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{c\}$ | $\{b, c\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{a\}$ | $\frac{2}{7}$ | $\frac{1}{3}$ | 1 |
| $\{a, b\}$ | $\{a\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{b\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\{a, b\}$ | $\{b\}$ | 0 | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{c\}$ | 0 | $\frac{2}{3}$ | 1 |
| $\{a, b\}$ | $\{c\}$ | 0 | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{a, b\}$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $\{b, a\}$ | $\{b, a\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{a, c\}$ | $\frac{4}{7}$ | $\frac{2}{3}$ | 1 |
| $\{b, a\}$ | $\{c, a\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 | $\{b, c\}$ | $\{b, c\}$ | 0 | $\frac{1}{3}$ | 1 |
| $\{b, a\}$ | $\{c, b\}$ | 0 | $\frac{2}{3}$ | 1 | $U$ | $\varphi$ | 0 | 1 | 1 |
| $\{a, c\}$ | $U$ | 1 | 1 | 1 | $U$ | $\{a, c\}$ | $\frac{4}{7}$ | 1 | 1 |
| $\{b, c\}$ | $U$ | $\frac{4}{7}$ | 1 | 1 | $U$ | $\{b, c\}$ | 0 | 1 | 1 |
| $U$ | $\{a\}$ | $\frac{2}{7}$ | 1 | 1 | $\{c\}$ | $\{c\}$ | $\frac{2}{7}$ | $\frac{2}{3}$ | 1 |
| $U$ | \{b\} | 0 | 1 | 1 | $\{b\}$ | $U$ | 0 | 0 | 1 |
| $U$ | $\{c\}$ | 0 | 1 | 1 | $\{c\}$ | $U$ | $\frac{1}{7}$ | $\frac{2}{3}$ | 1 |
| $U$ | $\{a, b\}$ | $\frac{4}{7}$ | 1 | 1 | $\{a, b\}$ | $U$ | $\frac{4}{7}$ | 0 | 1 |

Previous Tabs. 3 and 4, we find out that the accuracy of soft simply* approximation space is the best of the accuracies of soft multifunction approximation space and Xueyou method based on Yao. From the above tables, we see that if the soft set $\left\{\left(e_{1}, \phi\right),\left(e_{2},\{a, b\}\right)\right\}$ is soft simply* open exact set. The accuracy of our approximation is better than the accuracy of the method Xueyou. Also, we get the best proposed accuracy on soft simply* approximation space.

Next, we shall introduce a new function called fuzzy soft simply* multifunction between two fuzzy soft topologies. Also, we introduce the concepts of fuzzy soft simply* lower and fuzzy soft simply* upper. We will use the new approximation in medical. Also, in this section, we shall present three algorithms.

Definition 4.6 For fuzzy soft multifunction $\Gamma:(U, \tau) \rightarrow(Z, \sigma, I)$ the lower inverse $F^{-}(W, I)$ and the upper inverse $\Gamma^{+}(W, I)$ of a soft-set $(W, I)$ upon $Z$ as follows: $\Gamma^{-}(W, I)=\{n \in U: \Gamma(n) \widetilde{\leq}(W, I)\}$, $\Gamma^{+}(W, I)=\{n \in U: \Gamma(n) \widetilde{\wedge}(W, I) \neq \varphi\}$.

Definition 4.7 Let $(V, \delta)$ be a space moreover, $(Z, \widetilde{\gamma}, I)$ be soft space. So, the fuzzy soft multi-function $\Gamma:(V, \delta) \rightarrow(Z, \widetilde{\gamma}, I)$ it is stated to be:
i. fuzzy Soft- lower simply*-continuous at element $n$ belongs to $U$ if for each soft open set $(W, I)$ such that $\Gamma(n) \widetilde{\leq}(W, I)$ there is simply* -open neighborhood $P(n)$ of $n$ where $\Gamma(m) \widetilde{\leq}(W, I), \forall m \in P(n)$.
ii. fuzzy Soft -upper simply* continuous at element $n$ belongs to $U$ if for each soft open set $(W, I)$ such that $\Gamma(x) \widetilde{\wedge}(W, I) \neq \phi$ there is simply*open neighborhood $P(n)$ of $n$ where $\Gamma(n) \widetilde{\wedge}(W, I) \neq \phi$, for all $m \in P(n)$.
iii. fuzzy Soft- lower (upper) simply*-continuous if $\Gamma$ has this characteristic by via every of points $U$.

Medical application explains the basic tasks performed by the medical expert in a group of patients and by transmitting their complaint into the possible causes of set that are of the cause of their disease. So, we get two soft classes $(Y, E)$, where $(Y, E)$ is the soft class of symptoms and their importance for the patient, $X$ symbolize the causes and medical advantage for treatment. Take $Y=\left\{y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}, y_{7}, y_{8}\right\}$, $E=\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$, where $y_{1}$ is eczema, $y_{2}$ migraine, $y_{3}$ burning stomach, $y_{4}$ joint Paine, $y_{5}$ sleep massless, $y_{6}$ headache, $y_{7}$ herpes, $y_{8}$ anxiety, and $e_{1}$ high important, $e_{2}$ medium important, $e_{3}$ low important, $e_{4}$ very low important, and $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}\right\}$ where $x_{1}$ allergy, $x_{2}$ blood pressure, $x_{3}$ acidity, $x_{4}$ mod- disorder, $x_{5}$ fatigue, $x_{6}$ lock of appetite, $x_{7}$ obesity, $x_{8}$ depression. The fuzzy soft set of patients may be given as $(G, E)=\left\{\left(e_{1},\left\{y_{2}{ }^{0.5}, y_{4}{ }^{0.4}, y_{8}{ }^{0.8}\right\}\right),\left(e_{2},\left\{y_{2}{ }^{0.3}, y_{4}{ }^{0.2}, y_{5}{ }^{0.6}, y_{6}{ }^{0.7}\right\}\right)\right.$, $\left.\left(e_{3},\left\{y_{4}^{0.2}, y_{6}{ }^{0.6}\right\}\right),\left(e_{4},\left\{y_{2}{ }^{0.2}, y_{3}{ }^{0.3}, y_{8}{ }^{1}\right\}\right)\right\}$. The medical expert must first rely on the patient's historical knowledge of the condition of the disease, which is stored in the doctor's files. Map $F:(X, \tau) \rightarrow(Y, \widetilde{\tau}, E)$ is soft multi- function defined as follow:
$f\left(x_{1}\right)=\left\{\left(e_{1},\left\{y_{3}, y_{6}\right\}\right),\left(e_{2},\left\{y_{7}\right\}\right),\left(e_{3},\left\{y_{6}\right\}\right),\left(e_{4},\left\{y_{6}\right\}\right)\right\}$,
$\left.f\left(x_{2}\right)=\left\{\left(e_{1},\left\{y_{4}\right\}\right),\left(e_{2}, \varphi\right)\right\},\left(e_{3}, \varphi\right),\left(e_{4}, \varphi\right)\right\}$,
$\left.f\left(x_{3}\right)=\left\{\left(e_{1},\left\{y_{1}, y_{2}\right\}\right),\left(e_{2},\left\{y_{3}, y_{4}\right\}\right)\right\},\left(e_{3}, \varphi\right),\left(e_{4},\left\{y_{8}\right\}\right)\right\}, f\left(x_{4}\right)=\left\{\left(e_{1}, \varphi\right),\left(e_{2},\left\{y_{1}\right\}\right),\left(e_{3},\left\{y_{1}, y_{2}\right\},\right),\left(e_{4}, \varphi\right)\right\}$, $f\left(x_{5}\right)=\left\{\left(e_{1},\left\{y_{1}, y_{3}, y_{4}\right\}\right),\left(e_{2},\left\{y_{2}, y_{6}\right\}\right),\left(e_{3},\left\{y_{8}\right\}\right),\left(e_{4},\left\{y_{6}, y_{8}\right\}\right)\right\}$,
$f\left(x_{6}\right)=\left\{\left(e_{1},\left\{y_{2}, y_{8}\right\}\right),\left(e_{2},\left\{y_{2}, y_{6}, y_{7}\right\}\right),\left(e_{3},\left\{y_{3}\right\}\right),\left(e_{4},\left\{y_{1}, y_{7}\right\}\right)\right\}$,
$f\left(x_{7}\right)=\left\{\left(e_{1},\left\{y_{6}\right\}\right),\left(e_{2}, \varphi\right),\left(e_{3},\left\{y_{3}\right\}\right),\left(e_{4},\left\{y_{1}, y_{7}\right\}\right)\right\}, f\left(x_{8}\right)=\left\{\left(e_{1},\left\{y_{2}\right\}\right),\left(e_{2},\left\{y_{5}\right\}\right),\left(e_{3}, \varphi\right),\left(e_{4},\left\{y_{8}\right\}\right)\right\}$.
So, from by computations give us the advantage causes and medical advantage for treatment as follows $F^{-}(G, E)=\left\{x_{2}, x_{3}, x_{5}, x_{6}, x_{8}\right\}$. i.e., $F^{-}(G, E)=\{$ Blood pressure, acidity, fatigue, locks of appetite, depression $\}$.

## Algorithm 4.1

Step 1: the finite universe $U$ and the set of attributes $I$.
Step 2: compute the soft power set for $(U, I)$

Step 3: Compute the class of soft simply* open set for all soft power set.
Step 4: Compute the soft simply* lower $L_{S M^{*}}(W, I)$ and the soft simply* upper $U_{S M^{*}}(W, I)$.
Step 5: Compute the soft simply* accuracy $\mu_{S M^{*}}(W, I)$.

## Algorithm 4.2

Step 1: define soft multi-function $\Gamma:(U, \tau) \rightarrow(Z, \sigma, I)$.
Step 2: Compute the class of soft power set $(U, I)$.
Step 3: compute soft lower $F^{-}(W, I)$ and soft upper $F^{+}(W, I)$ multifunction
Step 4: Compute the accuracy of soft multi-function $\mu_{m}(W, I)$.

## Algorithm 4.3

Step 1: define soft multi-function $\Gamma:(U, \tau) \rightarrow(Z, \sigma, I)$.
Step 2: Compute the class of soft power set $(U, I)$.
Step 3: Compute soft lower $F_{-}(W, I)_{\mathrm{XM}}$ and soft upper $F^{+}(W, I)_{\mathrm{XM}}$ multifunction
Step 4: Compute the accuracy of soft multi-function $\mu_{\mathrm{xM}}(W, I)$.
Step 5: By comparison between our method based on soft simply* multi-function $\mu_{S M^{*}}(W, I)$, other methods soft multi-function and $\mu_{m}(W, I)$ Xueyou method $\mu_{\mathrm{xM}}(W, I)$ concerning the accuracy.

Step 6: From the Step 5 we deduce that our method is better than Xueyou method and soft multifunction.

## 5 Conclusion

The aim of this paper is to introduce a new definition of upper and lower soft-simply* multifunction as well as present basic properties. Furthermore, we also obtained the relationship between these concepts and other fuzzy soft multifunction. We generated that the new approximation spaces called soft and fuzzy multifunction approximation space. We got that the accuracy of our approximations is better than the accuracy of others. We achieve proposed accuracy that depends up on the fuzzy and soft simply* approximation space, which is better than of Xueyou and Yao method. Our method grants a very chance of maker to pick out a suitable for him. We also presented a medical application to demonstrate that our proposed concept is actually applicable. Thus, our method provides more flexibility to the decision-maker to choose which is suitable for him. In the future, based on some recent soft-topological studies, we will expand the research content of this paper further. Also, it is possible to use our approach to contribute to reducing Coronavirus (Covid-19).
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