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ABSTRACT

Deep Learning (DL) techniques as a subfield of data science are getting overwhelming attention mainly because
of their ability to understand the underlying pattern of data in making classifications. These techniques require
a considerable amount of data to efficiently train the DL models. Generally, when the data size is larger, the DL
models perform better. However, it is not possible to have a considerable amount of data in different domains
such as healthcare. In healthcare, it is impossible to have a substantial amount of data to solve medical problems
using Artificial Intelligence, mainly due to ethical issues and the privacy of patients. To solve this problem of
small dataset, different techniques of data augmentation are used that can increase the size of the training set.
However, these techniques only change the shape of the image and hence the classification model does not increase
accuracy. Generative Adversarial Networks (GANs) are very powerful techniques to augment training data as
new samples are created. This technique helps the classification models to increase their accuracy. In this paper,
we have investigated augmentation techniques in healthcare image classification. The objective of this research
paper is to develop a novel augmentation technique that can increase the size of the training set, to enable deep
learning techniques to achieve higher accuracy. We have compared the performance of the image classifiers using
the standard augmentation technique and GANs. Our results demonstrate that GANs increase the training data,
and eventually, the classifier achieves an accuracy of 90% compared to standard data augmentation techniques,
which achieve an accuracy of up to 70%. Other advanced CNNmodels are also tested and have demonstrated that
more deep architectures can achieve more than 98% accuracy for making classification on Oral Squamous Cell
Carcinoma.
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1 Introduction

Remarkable advancements have been made in the domain of computer vision mainly because
of the improvements in Convolutional Neural Networks (CNN). These CNN-based models are
commonly used in classification, object detection and localization, object segmentation, and
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instance segmentation. CNN based models along with deep learning algorithms have surpassed
human level performance in object identification [1,2]. These CNN-based models require a sub-
stantial set of images such as ImageNet, OpenImages, COCO, etc. These images are manually
annotated and requires human efforts to make sure that each image is labelled correctly. Machine
Learning (ML) models trained on these images can learn the pattern in the dataset and can
correctly identify objects. The more the data and the deeper the CNN network, the better these
models can make predictions. It is observed in the literature that to develop a generalized Deep
Learning (DL) model, there needs to be a large dataset.

In the healthcare domain, obtaining many images is challenging mainly because of the equip-
ment used to capture the images and the privacy of patients. It is even more challenging to
annotate these images as specialized medical professionals are required to develop consensus on
the labelling of images. This labelling of data is time consuming in terms of manual efforts and
expensive in terms of the requirements of experts [3]. Labelled images in the medical domain
are scarce and expensive to generate. Another challenge is that the model trained in one medical
domain will not be able to perform well on a slightly different domain in healthcare. Although
millions of medical images are created daily, it is not easy to place all these images in a public
dataset because of ethical issues and patient’s privacy. This is the main reason that most of
the publicly available medical images suffer from the problem of sample datasets to be used by
researchers to find Artificial Intelligence (AI) based solutions.

To overcome the problem of small data, data augmentation techniques are used to increase
the number of images. Different classical data augmentation techniques use geometric/intensity
transformation of original images for diagnosis of disease in medical images. Some augmentation
techniques include modification of images like rotation, translation, flipping, shearing, cropping,
and scaling. These data augmentation techniques are routinely performed to increase the gener-
alizability of DL models [4,5]. However, these transformed images have a similar distribution as
the original dataset and result in minimal improvement in performance. These transformations
also do not consider the deformation of organs. Flipping and shearing may result into changes
in the structure of the target, but the orientation as well as the shape of the organs remain fixed.
Therefore, in the medical domain, this resultant distribution after data augmentation will deviate
from the actual data distribution.

Generative Adversarial Networks (GANs) recently gained popularity due to its robust working
of generators and discriminators to produce more synthetic images. The role of the generator is to
produce fake images and the objective of the discriminator is to make the difference between real
and fake images using a repetitive process. GANs can improve the performance in classification by
producing uncovered distribution and can produce novel images with good generalizability. GANs
are commonly used for label-segmentation, translation, segmentation-label translation, or medical
cross-modality translation [6,7]. This can help the healthcare professionals to have enough data in
the medical domain to accurately make the classification of medical images. This generation of
created images can potentially fill the gap that is not covered by the originally collected datasets.

In this research paper, we have developed a novel technique based on GAN for the data
augmentation of Oral Squamous Cell Carcinoma (OSCC). GANs are powerful networks which
can produce new images of OSCC from unlabeled original images. We have evaluated CycleGAN
for augmentation in images that are used to diagnose OSCC. Different tricks are used to boost the
performance of classification in oral cancer. We evaluated the use of GANs to increase robustness
and improve the generalizability of medical images for the diagnosis of OSCC [8–11]. We believe
that the proposed technique will be a valuable addition for medical researchers to reduce the
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manual efforts and costs required to make classification in OSCC images. It is also important
to note that the images produced by GANS may look real as in the original dataset, but it
is not assumed that these generated images are real images collected from a real patient. The
proposed technique is used for data augmentation in medical images and improves the accuracy of
classification based on small available data. The contributions of this paper are given below:

• Synthetic generation of good quality images for OSCC with the help of GANs.
• Design of OSCC classification model that can produce competitive results.
• Augmentation of the training dataset using synthetic images to improve classification
results.

The rest of the paper is organized as follows. A detailed literature review is given in Section 2.
The proposed technique is discussed in Section 3. Experimental analysis is provided in Section 4.
The conclusion of the paper along with future work discussion is given in Section 5.

2 Literature Review

In [12], a GAN-based medical image augmentation technique was developed along with
different tricks that were used to boost the classification and object detection accuracy. It was
the first GAN model that was used for automatic bounding box prediction for brain metastase
detection on 256 × 256 Magnetic Resonance images. The proposed technique was able to increase
the sensitivity in the diagnosis from a clinically acceptable number by 10%. In [13], CycleGAN was
used to further improve generalizability in Computed Tomography (CT) segmentation procedures.
They trained CycleGAN that can transform contract CT images to noncontract images. The
performance was compared to U-Net that was trained on the dataset originally created compared
with the U-Net that was trained on the dataset which is a combination of original data and
synthetic noncontract images. In [14], CNN performance in liver lesion classification was improved
by using medical image augmentation using GAN-based synthetic image generation. The gen-
erated medical images were used for data augmentation and can further improve the accuracy
of CNN classifier. They have used a small dataset containing 182 liver lesions (53 cysts, 64
metastases, and 65 haemangiomas). The classification accuracy using classical data augmentation
techniques has sensitivity and specificity of 78.6% and 88.4%, respectively. With the usage of data
augmentation from the proposed techniques, the sensitivity and specificity jumped to 85.7% and
92.4%, respectively.

In [15], a statistical method was used to determine which augmentation technique can accu-
rately capture medical images and can help to develop models that vary in accuracy. The proposed
work compared with different augmentation techniques and demonstrated that the performance
of the models depends on the limit that the augmentation techniques could help the training set
to retain the properties of the original medical images. Different augmentation techniques like
flipping and Gaussian filters have enabled the model to achieve an accuracy of 88%. However,
at the same time, adding a little noise can reduce the validation accuracy 66%. In [16], an
augmentation technique was developed that depends on a statistical shape model and 3D thin
plate spline. Many synthetic images are created from the small number of images in the given
dataset using the proposed technique. The statistical shape model is used to model the shape
information of real labelled images. By sampling from the model, a series of synthetic images are
generated. Many simulated images are created by filling the synthetic shapes with texture using
3D thin plate splines. The deep neural network is trained on simulated and real images. Two
different datasets are used. One is Magnetic Resonance Imaging (MRI) dataset and the other is
liver CT dataset. In the proposed technique, two different deep networks are trained. One is called
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multiscale 3D CNN and the other is called U-net. The proposed technique has demonstrated
better performance compared to existing segmentation algorithms.

In [17], DL techniques were used to generate new images of high quality using the implicit
manifold of normal brain. In manifold learning, the synthesis of images and do-noising of images
are important tools, GAN is used to train on 528 examples of 2D images of brain MRI. By
performing the operation of cross-correlation on the training set, different synthetic images are
created. These different images, which are synthesized along with real images, are blinded by
imaging experts to provide image quality of Scores 1–5. Synthetic images had high overlap with
real images. Image denoising was performed using skip connections and the proposed technique
has higher Peak Signal-to-Noise Ratio (PSNR) then other techniques. An application of GAN
was used for the automatic generation of artificial MRI of human brain in [18]. In [19], a review
analysis was performed about the recent advancements in the field of data augmentation in the
generation of magnetic resonance images of brain tumours. In [20], a two-layered DL framework
was for the diagnosis of Alzheimer’s disease (AD) with the help of MRI and Position Emission
Tomography (PET) data. 3D CycleGAN were used to produce PET data that were missing from
the corresponding images in MRI. Then a deep CNN is trained for the diagnosis of AD. In [21],
the mix-up algorithm was used in medical imaging segmentation and has demonstrated improved
performance in segmentation tasks.

In [22], GAN was used to create a substantial amount of data to make classification in
neuroimaging for mapping the functioning of human cortex. The proposed system has used
CycleGAN with CNN classifier to enhance the accuracy through data augmentation. The system
can determine that the task performed by the subject is by Left Finger Tap, Right Finger Tap
or Foot Tap by analyzing the functional near-infrared spectroscopy data pattern. The proposed
system has obtained the accuracy of 96.67% using CGAN-CNN combination. In [23], authors
have proposed differentiable augmentation based technique to improve the efficiency of GAN
on real and fake images. In general, when we augment the training data, it manipulates the
distribution of real data and hence we do not get much benefit from the augmentation. Using
differentiable augmentation, we can stabilize training and hence can obtain better convergence in
learning. The proposed system has obtained FID of 6.80 with an IS of 100.8 on ImageNet. With
only 20% of the training data the performance on CIFAR-10 and CIFAR-100 is comparable to
state-of-the-art CNN models. The method can generate high-fidelity images using only 100 images
without using pre-training enabling a good choice for transfer learning algorithms.

In all the above studies, DL techniques are used to solve healthcare-related problems. Some
studies have demonstrated augmentation techniques to improve the performance of DL models.
We are taking a different approach. We are using GAN as an augmentation technique and
then use a very simple classification model that can make the classification with high accuracy.
The performances of the model are evaluated using different evaluation techniques. The results
demonstrate that the proposed approach is a suitable model to be used in the healthcare domain.

3 Proposed Technique

3.1 OSCC Dataset

Images for the experiments performed in the article are downloaded from repository1 which
contains 1,224 images. Two sets of different resolutions are made. In the first set, there are 89

1 https://data.mendeley.com/datasets/ftmp4cvtmb/1
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images which contain normal epithelium of the oral cavity and another 439 images which contain
Oral Squamous Cell Carcinoma (OSCC) with 100× magnification.

In the other set, there are 201 images having normal epithelium of the oral cavity along with
495 images having OSCC in 400× magnification. All samples are collected on Leica ICC50 HD
microscope using HE-stained tissue slides. The repository is created and catalogued by healthcare
professionals by collecting images from 230 patients. Further details of the dataset can be found
in [24].

For the classification of these images using CNN, we have labelled images having normal
epithelium of the oral cavity as Benign and samples of OSCC as Malignant. Several sample
images from Benign and Malignant categories are shown in Fig. 1.

Figure 1: Different images in classes Malignant and Benign. (a) Images with normal epithelium
of the oral cavity labelled as Benign, (b) Images of OSCC labelled as Malignant

3.2 OSCC Classification Architecture
For classification of images in Benign and Malignant we have used LeNet-5 architecture.

LeNet-5 [25] was proposed in 1998 for machine-printed character recognition. In LeNet archi-
tecture, there are two sets, each containing convolutional and average pooling layers, followed by
one flattening convolutional layer and then two fully connected layers [26]. At the end, there is
a sigmoid function that classifies the images into Benign and Malignant. The sample architecture
used for classification of OSCC images is shown in Fig. 2.

The hyperparameters used for the training of LeNet architecture are shown in Table 1.
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Figure 2: Architecture for classification of OSCC images (The model is originally developed
in [25])

Table 1: Training detail of LeNet architecture

Batch size Learning rate Iteration

64 0.001 10,000
# of Total images # of images in

training set (60%)
# of images in
validation set (20%)

# image of test
set (20%)

Malignant 934
Benign 290

Malignant 560
Benign 174

Malignant 186
Benign 58

Malignant 186
Benign 58

Conv 1 Pool 1 (Max
pooling)

Conv 2 Pool 2 (Max
pooling

Kernel size 2
Stride 1
Pad 0

Kernel size 2
Stride 2
Pad 2

Kernel size 5
Stride 1
Pad 0

Kernel size 2
Stride 2
Pad 0

3.3 Data Augmentation
Data augmentation operations are used to enhance the quantity of a dataset that is used

for training DL models. To get more accuracy from DL models and increase the reliability of
prediction it is generally required to increase the size of the dataset that is used to train the model.
In some cases, in general and in the medical field in particular, it is not easy to collect more
images. Therefore, these techniques heavily depend on data augmentation techniques. Different
data augmentation techniques are used. Some of which are given as below:

• Scaling: This technique is used to change the size of the image.
• Cropping: This technique is used to select a portion of the image.
• Flipping: This technique is used to flip the image horizontally or vertically.
• Padding: In this technique, a given value is used to pad an image on all slides.
• Rotation: In this technique, the image is rotated for a specified value.
• Translation: In this technique, the moving of the image is performed on x-axis or y-axis.
• Affine Transformation: In this technique, points, straight lines, and planes are preserved.

This technique can be applied to perform scaling, translation, rotation, shearing, etc.
• Brightness: In this technique, the image’s brightness is changed so the image is brighter or

darker.
• Contrast: In this technique, the separation degree between the darkest and brightest areas

in an image is defined.
• Saturation: In this technique, the separation between colors is defined.
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• Hue: In this technique, the shades of the colors in an image are defined.

3.4 Generative Adversarial Network
Generative Adversarial Networks (GANs) are utilized to produce new images. These images

can be augmented with the training set to train the model. In GANs architectures, there are two
important components: generator and discriminator. The generator is a neural network which is
trained to model a transform function. A random noise is taken as input and produces a random
variable that follows the distribution of the target. The discriminator models a discriminative
function, where an input is taken and returns the probability of the input. The role of the
generator is to make fool of the discriminator, so the generator maximizes the classification error.
The objective of the discriminator is to identify fake data generated by the generator, so the
discriminator minimizes the classification error. During the training process, the weights of the
generators are updated to increase the classification error, and the weights of the discriminator are
updated to decrease the classification error. These different objectives of the two neural networks
work as adversarial networks. These networks try to defeat each other and, in this process, both
becoming better and better. It works as a minimax two-player game where the equilibrium is
the state where the generator produces data, and the discriminator predicts as “real” or “fake”
probabilities. A sample architecture of GANs to generate new samples of Benign and Malignant
images for classification of OSCC is given in Fig. 3.

Figure 3: Architecture for augmentation of images for OSCC

The generator starts from random noise and produces an image passed to the discriminator.
The discriminator classifies the image as fake. This gives a response to the generator to produce
a more accurate image that is based on the OSCC dataset. During this process of accurately
classifying images as fake, the generator learns the distribution of the output. At some point, it
can produce images that the discriminator cannot classify as fake. This helps the discriminator to
get the knowledge that it can be fooled and hence it needs to improve its weight. This iterative
process helps the model to develop good quality images that can be used as part of the training
dataset. This will help DL models to increase their accuracy because a large amount of data is
available.

4 Experimental Analysis

The accuracy achieved by LeNet without augmented data, with augmented data using stan-
dard augmentation techniques, and with augmented data using GANs is given in Fig. 4. It is
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demonstrated that the accuracy of train, validation and test sets is very low when LeNet is used,
as there are not enough samples for LeNet to understand the pattern of the data. When standard
data augmentation techniques are used to augment data, the accuracy is further improved as new
samples are added and the training set is increased. The accuracy is further improved when GANs
are used to augment the data to increase the training set. This demonstrates that GANs can help
the classification model to understand the uncovered patterns of the data and hence the accuracy
is improved.

Figure 4: Accuracy of LeNet classifier with different augmentation techniques

The performance of a classification model is determined by using confusion matrix. It is a
table that determines the accuracy of test data where the truth values are known in advance. For
binary classification, the confusion matrix is a 2 × 2 matrix. The column determines the predicted
class as Benign on the left side and Malignant on the right column. The rows of the matrix show
the actual values as Malignant on the bottom row and Benign on the top row.

True positive is the situation where the model is predicted as Malignant and the image is
Malignant. True negative is the situation where the model is predicted as Benign and actual the
image is Benign. False positive is situation where the model is predicted as Malignant, but the
image is of type Benign. False negative is a situation where the model is predicted as Benign but
the image is of category Malignant. Both false positives and false negatives are situations that
can make the model as inaccurate, as these decisions misguide the medical professional to make
an incorrect decision.

The confusion matrices for the classification models used in this paper are given in Fig. 5.
The confusion matrix for LeNet where no data augmentation technique is shown in Fig. 5a. As
the true positive is 0.63 and the false negative is 0.62, which is very low accuracy. When we
increase the training set by using standard augmentation technique, the accuracy increases and
the true positive becomes 0.68 and the false negative as 0.71 as shown in Fig. 5b. Which is
not as much improvement compared to the LeNet without augmentation.When we used GAN
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to generate new samples to augment the training data along with the standard augmentation
technique, the accuracy of true positive increases to 0.94 and false negative increase to 0.89 as
shown in Fig. 5c. This demonstrates that GAN is a very powerful technique that can effectively
increase the data size of the training set and even a basic architecture such as LeNet can perform
better when there is enough data in the training data.

(a) (b)

(c)

Figure 5: Confusion matrix of LeNet, LeNet with standard augmentation, and LeNet with GANs
augmentation. (a) Confusion matrix of LeNet classifier, (b) Confusion matrix of LeNet classifier
along with standard augmentation techniques, (c) Confusion matrix of LeNet classifier along with
standard augmentation and GAN

The performance of the binary classifier can be best visualized in ROC curve. The curve
demonstrates two parameters as True Positive Rate (TPR) and False Positive Rate (FPR). TRP
means when it is Benign how often the model predicts as Benign or when it is Malignant and
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how often the model predicts as Malignant. This is also called sensitivity or recall. FPR means
when it is Benign how often the model predicts as Malignant or when it is Malignant, how often
the model predicts as Benign. The ROC curve shows TPR vs. FPR at different classification
thresholds. AUC is the area under the curve of ROC curve. The curve is basically plotting the
performance of all possible classification thresholds as an aggregate measure. The calculation of
TPR and FPR is given in Eq. (1), where TP means True Positive, TN means True Negative, FP
means False Positive, and FN means False Negative.

TPR← TP
TP+FN

FPR← FP
FP+TN (1)

The ROC for LeNet is shown in Fig. 6a. The total area for Benign and Malignant is 0.62 and
0.62, respectively. It is considered as a very low accuracy. When the standard data augmentation
technique is applied to increase the training set, the ROC is computed as shown in Fig. 6b. The
AUC increases to 0.70 for both Benign and Malignant classes. Still, the accuracy is not good
enough for the classification of OSCC. When GAN is used for data augmentation in LeNet,
the ROC is shown in Fig. 6c. It can be observed that AUC increased to 0.91 for Benign and
Malignant classes. This demonstrates that GAN creates more similar images and increases the
training set and even a basic CNN architecture such as LeNet can perform very well to make
classification.

(a) (b)

Figure 6: (Continued)
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(c)

Figure 6: ROC for different models to make prediction of Benign and Malignant types. (a) ROC
computation for LeNet, (b) ROC computation for standard data augmentation in LeNet, (c) ROC
for images generated through GANs and classification in LeNet

Three other performance measurement parameters are often used to check the performance
of classification models. These are precision, recall, and F1-score. Precision means, out of total
predicted positive how many are positive. Recall means out of total actual positive how many
are predicted as positive. F1-score is a function of precision and recall. It is better to use when
there are requirements to find a balanced point between precision and recall and the data is not
evenly distributed. The calculation of Precision, Recall, and F1-score is given in Eq. (2). The
Precision, Recall, and F1-score for Benign and Malignant classes for LeNet classifier is shown
in Fig. 7a. The performance report is not satisfactory as the values are very low. When the
standard data augmentation technique is used, the classification report is shown in Fig. 7b. As
it can be seen, the performance is improved compared to LeNet classifier when no augmentation
is used, but still there is room for improvement. We used GANs for data augmentation and
used LeNet classifier and the classification report is shown in Fig. 7c. It can be seen that the
performance is improved compared to simple LeNet classifier and LeNet classifier with standard
data augmentation technique.

Precision← TP
TP+FP

Recall← TP
TP+FN

F1−Score← 2× Precision×Recall
Precision+Recall (2)
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(a) (b)

(c)

Figure 7: Classification report for LeNet classifier when different data augmentation technique is
used. (a) Classification report for LeNet, (b) Classification report for standard data augmentation
with LeNet, (c) Classification report for data augmentation using GANs and LeNet classifier

In this paper LeNet classifier is used to demonstrate proof of concept that data augmentation
techniques using GAN improves the performance of classifier in limited data sets compared
to other standard augmentation techniques. An experiment is performed to demonstrate the
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performance of GAN based data augmentation when other advanced CNN classifiers such as
AlexNet, VGG, Inception and ResNet are used.

The performance comparison of different CNN models when no data augmentation is used
is shown in Table 2. It can be observed that performance is not improving even when advanced
CNN models are used. Further comparison of CNN models is made when standard data aug-
mentation is used and is demonstrated in Table 3. It can be observed that performance is slightly
improving compared to no data augmentation, but the performance improvement is very low. The
performance comparison when GAN based data augmentation is performed is given in Table 4.
The results demonstrate that when advanced CNN models are used, the performance is further
improved, demonstrating the effectiveness of GAN based data augmentation in CNN models.

Table 2: Performance comparison of different CNN models without any data augmentation

Performance parameter LeNet AlexNet VGG Inception ResNet50

Accuracy 0.63 0.63 0.64 0.64 0.64
Precision 0.70 0.70 0.71 0.71 0.71
Recall 0.63 0.63 0.64 0.64 0.64
F1-score 0.65 0.65 0.66 0.66 0.66

Table 3: Performance comparison of different CNN models using standard data augmentation

Performance parameter LeNet AlexNet VGG Inception ResNet50

Accuracy 0.68 0.69 0.70 0.71 0.71
Precision 0.80 0.79 0.81 0.82 0.82
Recall 0.68 0.68 0.67 0.70 0.70
F1-score 0.72 0.72 0.73 0.74 0.74

Table 4: Performance comparison of different CNN models using GAN based data augmentation

Performance parameter LeNet AlexNet VGG Inception ResNet50

Accuracy 0.92 0.92 0.94 0.96 0.98
Precision 0.92 0.92 0.94 0.96 0.98
Recall 0.92 0.93 0.95 0.97 0.99
F1-score 0.92 0.93 0.95 0.97 0.98

The conditional GAN used in this paper to classify the benign and malignant cases can
generate multiple artificial images that belong to a specific class. The class is classified by the
conditional argument. Different evaluation metrics are used for checking the performance of the
model in generating synthetic images such as inception score, mean opinion score, Wasserstein
metric, fuzzy combinatorial analysis score, log-likelihood, and human evaluation schemes. We have
performed visual analysis of the generated images to check the quality of the synthetic images.
Qualified experts were used to check the quality of the images. The output of different inputs
was analyzed to observe the diversity among the images generated by GAN. In case of a mode
collapse, generated images were looking similar regardless of the inputs. In case there is visual
similarity, Multi-Scale Structural Similarity for Image Quality (MS-SSIM) were used to determine
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the degree of similarity. We have taken these measures at the Generator of the GAN model by
introducing Batch Normalization after each layer.

5 Conclusion

In data science domain, data is the key component as different machine learning techniques
are used to perform the processing of this data to find the underlying pattern and make clas-
sification. These machine learning models are as good as the data is fed into, the larger the
data, the better the accuracy of these models. In the healthcare domain, generally the size of
the data is very low, mainly because of ethical issues or privacy concerns of patients or because
expensive equipment is used to collect this data. Therefore, different data augmentation operations
are utilized to improve the data quantitatively. However, these data augmentation techniques
only improve the accuracy very little. To provide better data augmentation, a powerful technique
known as Generative Adversarial Network is used that helps classification models to further
improve the accuracy. We have applied GAN along with a classification model to make classi-
fication in healthcare domain. Our results have demonstrated better performance as an accuracy
of up to 90% is achieved. Further experiments are performed with more complex CNN models
and results have demonstrated an accuracy of 98%. In future work, the model can be extended to
identify infected regions in the image. The model can then be commercialized to develop a device
that makes classification of OSCC images and help the healthcare professionals.
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