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Abstract: Classification of imbalanced data is a well explored issue in the data
mining and machine learning community where one class representation is
overwhelmed by other classes. The Imbalanced distribution of data is a natural
occurrence in real world datasets, so needed to be dealt with carefully to get
important insights. In case of imbalance in data sets, traditional classifiers have
to sacrifice their performances, therefore lead to misclassifications. This paper
suggests a weighted nearest neighbor approach in a fuzzy manner to deal with
this issue. We have adapted the ‘existing algorithm modification solution’ to
learn from imbalanced datasets that classify data without manipulating the
natural distribution of data unlike the other popular data balancing meth-
ods. The K nearest neighbor is a non-parametric classification method that
is mostly used in machine learning problems. Fuzzy classification with the
nearest neighbor clears the belonging of an instance to classes and optimal
weights with improved nearest neighbor concept helping to correctly classify
imbalanced data. The proposed hybrid approach takes care of imbalance
nature of data and reduces the inaccuracies appear in applications of original
and traditional classifiers. Results show that it performs well over the exist-
ing fuzzy nearest neighbor and weighted neighbor strategies for imbalanced
learning.

Keywords: Machine learning; fuzzy classification; nearest neighbor; adaptive
approach; optimal weights

1 Introduction

The last few decades have borne witness to various developments in science and technology.
These developments have empowered the generation of enormous amounts of data and opportuni-
ties for mining useful information from this data and other activities of data science. It can already
be seen applied in various applications of data mining [1,2]. In such data mining applications
many challenges occur at different levels. Classification of imbalanced data is one of the important
and frequently occurring challenges of data mining. In general, imbalance refers to the unequal
distribution of data into classes where a large number of data instances belong to one class while
a small number of examples represent other classes, known as majority and minority classes.
Resultantly, the classifier’s accuracy will be biased towards the majority class and minority class
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instances will be misclassified. This is happening because traditional classifiers are considering the
balanced distribution of data in general. Various types of imbalance are ‘between class imbalance,’
‘intrinsic/extrinsic,’ ‘relative,’ ‘absolute rarity’ and ‘within class imbalance’ etc. [3–5]. Classification
of imbalanced data is considered as one of the top ten challenging issues of data mining [6]
and researchers include it in new and frequently explored trends of data mining [7,8]. It can
become very hazardous as an imbalance in data appears in many real world applications such
as Medical Diagnosis [9,10], Oil-spill Detection [11], Credit Card Fraud Detection [12], Culture
Modeling [13], Network Intrusion, Text Categorization, Helicopter Gearbox Fault Monitoring,
remote sense classification for land mine detection [14] etc. These are some examples that show
the need for special treatment being required for datasets with imbalance.

Four known ways to deal with imbalance are (i) balancing datasets by resampling techniques,
(ii) modification in tradition classification algorithms, (iii) cost-sensitive techniques and (iv) ensem-
ble approaches. In this paper we focus on the second approach, of modifying the traditional
classifier. We proposed an improved nearest neighbor approach to learn from imbalanced data
with fuzzy logic.

The nearest neighbor classifier is a significant instance-based learning approach where prior
information about data is not available and the sample size is insufficient to represent. The
classifier is not prepared in advance for the nearest neighbor and the class label is assigned on
the basis of the higher number of the nearest neighbors of the test data. It is one of the best
known and most important algorithms of data mining [15]. K-nearest neighbor is characterized
by its simplicity, programmability, comprehensibility, and robustness. Its error rate is bounded
above by twice the Bayes error rate [16,17]. Its improved versions and weighted variants are
proposed to solve different issues such as but not limited to, imbalanced data. Alliance with fuzzy
further improved the performance of nearest neighbor and with weights deals some more issues.
Fuzzy logic, unlike crisp concept in classification, looks for memberships of data instances into
classes instead of their complete belonging. Though fuzzy logic provides complementary solutions
that are not competitive with crisp, it helps in obtaining a better classification. Fuzzy K nearest
neighbor and weighted nearest neighbors may deal with imbalance when they are specifically
designed for such cases. In the past many fuzzy rule-based algorithms and other combinations
with nearest neighbor algorithms have been proposed to tackle the imbalance issue. Optimally
weighted fuzzy nearest neighbor is the most trusted due to its low bias, its weighing is kriging
based, which is also known as the best linear estimator [18].

• This paper adopts an algorithm modification strategy for learning.
• Optimal weights and adaptive approach [19] are merged with fuzzy nearest neighbor [20]

and it results in better classification performance for imbalanced data.
• This research work is an advanced version of [21] with detailed experimental studies and

assessment of significance.

The paper is organized as follows: Section 2 contains a related literature review for the
proposed algorithm. Section 3 offers brief details of basic techniques for our work. Section 4
describes the steps of the proposed methodology of improved fuzzy weighted nearest neighbor
approach for imbalanced data. Section 5 discusses the way in which our algorithm works. Exper-
iments and results are being discussed in Section 6 followed by significance testing in Section 7.
The conclusion of the work and future possibilities marked as ‘conclusions’ and kept in Section 8.
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2 Related Works

This section discusses relevant modified nearest neighbor approaches to deal with imbal-
anced data. To evaluate the performances of classifiers for different degrees of class imbalance,
Prati et al. [22] designed an experimental setup. Also, a confidence interval-based procedure was
proposed to examine the performance statistics of classifiers in this setup. It was discovered
that misclassification is proportional to the degree of imbalance, i.e., higher imbalance results in
higher loss and vice versa; existing solutions are partially dealing with the issue. López et al. [23]
have performed two fold studies on imbalanced learning. In the first one they are examining
the pre-processing with data balancing techniques, cost sensitive and ensemble techniques on the
experimental background. In the second fold of the study authors have discussed the significance
of inherent data characteristics, such as size or density of the sample, the possibility of classes
overlapping, presence of noise etc.

A good number of crisp and fuzzy nearest neighbor approaches have been proposed to
improve the classification of imbalanced data. Kriminger et al. [24] proposed a single class
algorithm entitled Class Conditional Nearest Neighbor Distribution (CCNND) to minimize the
consequences of imbalance by applying a local geometric structure in data. Tomašev et al. [25],
considers that the high misclassification rate is due to minority class examples. The classification is
different with low and medium dimensional datasets where majority class examples are responsible
for misclassification. An Instance Hybrid Selection using Nearest Neighbor (HISNN) is proposed
by Ryu et al. [26] for Cross-Project Defect Prediction (CPDP). In such cases, the class imbalance is
presented in distributions of source and target projects. In this approach, the K-nearest neighbor
algorithm is used to learn local information, while global information is learned by naive Bayes.
This hybrid approach is yielding high performance in software defect prediction.

Some notable contribution with weighing strategy is given by the community. Dubey et al.
proposed a modified class-based weighted nearest neighbor algorithm for imbalanced data.
Weights are calculated on the basis of the distribution of nearest neighbors of test instances
for the traditional k-nearest neighbor approach [27]. A hybrid neighbor weighted approach is
proposed by Patel et al. [28] to improve imbalance learning using the nearest neighbor policy; large
and small weights for small and large classes are improved with different values of K for different
classes, according to their sizes. Ando [29] proposed another class-wise weighted nearest neighbor
classification model in which convex optimization technique was used to learn weights with a
powerful mathematical model to maximize nonlinear performance measure for training data. An
improved weighted nearest neighbor approach with class confidence weights was proposed by Liu
et al. [30]. This approach takes attribute probabilities to weight prototypes and to get posterior
probabilities. Class confidence weights were calculated using Mixture Modelling and Bayesian
Networks.

Not a lot of work has been done on fuzzy K-nearest neighbor approaches for imbalanced
data. A fuzzy-rough ordered weighted average nearest neighbor approach is proposed by Ramentol
et al. [31] for binary class imbalance using six weight vectors. They also proposed indiscernibility
relations in combination with these weight vectors. Fernández et al. [32] have performed analysis
on fuzzy rule based classification systems for imbalanced data sets. Adaptive parametric con-
junction operators are applied for better classification results for varying imbalanced ratios. Han
et al. [33] proposed fuzzy and rough properties based nearest neighbors approach that minimizes
the majority class generated bias. They also defined a membership function to provide advantages
to minority class examples. A coupled fuzzy K-nearest neighbor approach for categorical data is
proposed by Liu et al. [34] where data instances are unequally distributed and retain bonds among
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attributes, classes and other instances. Assignment of sized membership, similarity calculation and
integration are the key functions of this approach. Patel et al. [35] have proposed a fuzzy nearest
neighbor method in an adaptive way to deal with class imbalance issue with varying K values
proportional to the size of the classes; this fuzzy-adaptive K concept is dealing well against the
bias of the traditional nearest neighbor classifier.

3 Preliminaries

The fundamentals of the K-nearest neighbor algorithm, fuzzy K-nearest neighbor algorithm,
adaptive approach and optimally weighted fuzzy KNN are provided in this section. These details
make our proposed approach easy to learn. We consider default Euclidian distance as the distance
measure to find nearest neighbors of data instances. The following subsections explain the details
of all these approaches with their mathematical formulation.

3.1 K-Nearest Neighbor Algorithm
We know that for the K nearest neighbor algorithm training set is kept until the classification

process is completed and no classifier is prepared in advance. Consider any query instance of q,
given the class label of the q algorithm to find the K nearest neighbors of q from the training set
where K is any integer value. The concept of KNN says that the class label would be assigned to
the query instance from which it will have more nearest neighbors. The mathematical assumption
of KNN could be understood with the following equation:

C(q)= argmax
C∈{Cm|m=1, 2}

∑
xj∈Q(q,K)

S(xj, C) (1)

Here C(q) = class label of q, to be predicted,

m = Number of classes,

Q(q, K) = Set of K − nearest neighbors of q and

S(xj, C)=
{
1 if xj ∈C
0 otherwise

3.2 Fuzzy K-Nearest Neighbor Algorithm
Unlike their crisp counterparts the fuzzy the K-nearest neighbor algorithm finds memberships

of data instances into classes instead of looking for complete belonging. It is encouraging to
priorly known that for unlabeled query instance that its neighbors belong to a class of more
accurate classification.

Equations are given by Keller et al. (1985) for fuzzy memberships of training instances into
classes

if x ∈C and C =m, Then

μc(x)=
{
0.51+ (nc/K) ∗ 0.49 If C=m

(nc/K) ∗ 0.49 othrerwise

(2)
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Here nC = nearest neighbors of x from class C

μC(x)=Membership of x into class C

And for memberships of test instance q

μc(q)=

K∑
i=1

μci(1/‖q− qi‖2/(p−1))

K∑
i=1

(1/‖q− qi‖2/(p−1))

(3)

where p is an integer and p > 1

And qi nearest neighbour of q, (i = 1,..., K)

3.3 Adaptive Approach
Baoli et al. (2004) proposed an adaptive method for imbalanced text data categorization with

the concept of different K for different classes i.e., large K for large classes and small K for small
classes. They suggested a way to calculate the value of K (it will be called KCm for this particular
class) with respect to class size by the following equation

KCm =min
(

λ+
⌈

K ∗ I(Cm)

max{I(Cm)|m= 1, 2}
⌉
, K, I(Cm)

)
(4)

Here K = Original input integer to define nearest neighbors,

KCm =Calculated K for each class C using above formula,

I(Cm)=Number of instances in class Cm where m= 1 and 2,

λ=Constant Integer value.

3.4 Optimally Weighted Fuzzy K-Nearest Neighbor Algorithm
Optimally Weighted Fuzzy K-Nearest Neighbor Algorithm is given by Pham. These optimal

weights are based on the kriging concept. In this approach, the K nearest neighbor is first found
for query instance q traditionally and then the calculation of optimal weights is done to find
membership of q shown by the following equation:

w=Cq−1Cqx (5)

w= set of weights

Cq=Covariance matrix between nearest neighbors of q

Cqx =Covariance matrix between q and its nearest neighbors

Now fuzzy membership is assigned to q for class Ci with

μCi(q)=
K∑
j=1

wj ∗μCj(xj) (6)
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Here

xj= set of nearest neighbors

wj= set of optimal weights for ( j= 1, 2, . . . , K),

and
K∑
j=1

wj= 1

This method may result in negative weights that could be converted to positive values by the
following given formula:

wnew= wm+ γ

K∑
m=1

wm+ γ

, ∀m

where γ = −minwm

4 Proposed Methodology

The proposed algorithm unites the properties of fuzzy nearest neighbor classification, optimal
weights, and adaptive approach to classify imbalanced data. The fuzzy nearest neighbor finds
out memberships of test instants into classes instead of their complete belonging in one class.
These memberships strengthened by optimal weights. The adaptive approach finds different K for
different classes with respect to their sizes which, leads to reduce misclassification of imbalanced
data.

Proposed Algorithm:

Step 1. Find KCi for each class of training data using

KCi =min
(

λ+
⌈

K ∗ I(Ci)
max{I(Ci)|i= 1, 2}

⌉
, K, I(Ci)

)

Step 2. Find memberships of training data into each class using

Let a training instance v ∈Ci , Then

μCl(v)=
{
0.51+ (nCl/KCi) ∗ 0.49 If l= i

(nCl/KCi) ∗ 0.49 othrerwise

While taking
∑

μCi(v)= 1

Step 3. For test instance u, find a set of nearest neighbors X for any K

Where X= (x1, x2,. . ., xn), for K= n (some integer)

Step 4. Get covariance matrix Cu between nearest neighbors of u

Step 5. Get covariance matrix Cux between u and its nearest neighbors

Step 6. Calculate weight matrix using

W =Cu−1Cux
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Step 7. Normalize negative weights to positive

wnew= wm+ γ∑K
m=1wm+ γ

, ∀m
where γ = −minwm

Step 8. Find membership of test instance u using

μci(u)=
∑Kci

j=1wj ∗μcij∑Kci
j=1wj

Step 9. Assign class label to test instance u by

ci(u)=
{
ci ifμc(u)≥ 0.51

RandomAssignment Otherwise

5 Algorithm Discussions

The first step of the proposed algorithm is to find out the values of K in terms of KCi
for different classes using given K, the number of instances in each class and a parameter λ

which is equal to the one used to avoid the result being very small. The second step estimates the
memberships of instances from training data into binary classes as this equation intended to find
membership in two classes only. The need is to find membership of instance into one class and in
the other class it could be retrieved by letting the sum of memberships be one. The third step finds
out the set of nearest neighbors of query instances for K. Step four evaluates covariance between
nearest neighbors of query instances and step five finds out the covariance between query instance
and its nearest neighbors. Next, the sixth step calculates the weight using both covariance matrices
and negative weights that are normalized in step seven to retain the robustness. Step eight finds
out the membership of test instances with the help of memberships of nearest neighbors from
training data and weights found in previous steps. Assignment of the class label is done in the
last step i.e., Class label is assigned to the test instance for the class having a higher membership
value.

6 Experiments & Results

To judge the performance, experimental analysis is done between our proposed method
weighted fuzzy K nearest neighbor algorithm using adaptive approach (WFAKNN), neighbor
weighted K nearest neighbor (NWKNN) [36], hybrid weighted nearest neighbor approach (Adpt-
NWKNN), and fuzzy neighbor weighted approach (Fuzzy-NWKNN) [37]. All these algorithms
are taken from a similar background of weights and fuzzy aggregation. Eight datasets with differ-
ent imbalance ratios are taken from UCI [38] and KEEL [39] repositories for binary classification
with full feature space. All experiments took place in MATLAB platform.

6.1 Datasets
All the eight numerical datasets are taken from UCI and KEEL repositories to judge the

performance of the proposed algorithm with different imbalance ratios.

Ionosphere: This is radar signals data taken from the UCI repository, it is a collection of 351
instances for 34 attributes and a class attribute. It is a binary class dataset; classes are ‘Good’ and
‘Bad.’ ‘Good’ class instances are radar’s returned signals representing the state of free electrons
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resulting in any possible structure in the ionosphere while ‘Bad’ signals are passing through the
layers directly. The ‘Good’ class is the majority class with 225 instances while the ‘Bad’ class is
representing minority instances, totalling 126. The imbalance ratio between the minority and the
majority classes is 1.79.

Glass0: Originally Glass Identification dataset with 214 instances and 9 attributes was used
for the identification of the glass used in a crime. These are seven sources, originally representing
the seven classes. KEEL repository is providing pre-processed versions of this dataset for a better
understanding of imbalanced classification. Glass0 is one binary class version of such a concept
taken from all the 214 instances with two classes ‘Negative’ and ‘Positive’. The ‘Negative’ is
representing the majority class with 144 instances and the ‘Positive’ class is having 70 minority
instances. The imbalance ratio for these two classes is 2.05.

Vertebral: Vertebral data set is taken from the UCI repository, it is an orthopaedic dataset of
310 instances, 100 of which are normal and 210 are abnormally categorized, hence ‘Normal’ is
minority class and ‘Abnormal’ is majority class. Vertebral is having 6 attributes, and the dataset
is showing an imbalance ratio value of 2.1.

Vehicle0: This pre-processed dataset has been taken from the KEEL repository, having 846
instances, 18 attributes, two classes i.e., ‘Positive’ and ‘Negative’ and 3.25 as the imbalance ratio.
The dataset was originally featured for the identification of 3D objects from 2D images and having
four classes of vehicles, converted into two class data for learning.

Ecoli1: The Ecoli1 is also a specific imbalance representing pre-processed dataset taken from
the KEEL repository with 336 instances and an imbalance ratio of 3.36. Ecoli is a type of bacteria
that resides in human or animal’s intestine and generally doesn’t do harm. However, in some cases
it may cause diarrhea and other abdominal problems. This dataset is having 7 biological attributes
and a class attribute. Ecoli1 is considered a binary class dataset, i.e., minority class ‘Positive’ with
77 instances and majority class ‘Negative’ with 259 instances.

Spectfheart: It is a binary dataset having 267 instances for 44 attributes representing cardiac
Single Proton Emission Computed Tomography (SPECT) images. 267 patients are categorized into
two classes; normal (0) and abnormal (1). 55 normal and 212 abnormal images are representing
the minority and majority classes respectively and the imbalance ratio is 3.85. The dataset is taken
from the UCI repository.

NewThyroid: This is a data set of 215 instances for 5 attributes that have been taken from the
KEEL repository where 35 ‘Positive’ instances are representing the hyperthyroidism as a minority
class and 180 ‘Negative’ representing the remaining others have been considered the majority class
instances. The imbalance ratio of majority and minority classes is 5.14.

Yeast-2_vs._4: This imbalanced version of the Yeast dataset has been taken from the KEEL
repository, having 514 instances for 8 attributes and the classification task is intended for two
classes ‘Positive’ and ‘Negative’. ‘Positive’ is the minority class with 51 instances whereas ‘Negative’
is the majority class with 463 instances. The imbalance ratio is 9.08. The classification’s task is to
localize protein in yeast bacteria.

A short description of data sets is given in Tab. 1.

6.2 Evaluation Measures
Accuracy is a popular traditional evaluation measure for classification, but seems insufficient

for imbalanced datasets. Though it gives overall good results or accuracy, this accuracy takes place
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due to the majority class instances which are higher in quantity, neglecting the minority classes
not taking into consideration that many times the minority classes are of more interest. Needing
to comply with the special treatment of imbalanced datasets, specific measures are also required
for evaluation. Many performance evaluation measures have been proposed and performing well
on imbalanced data, that consider data distribution with specific metrics, some of them are
F-measure, G-mean and AUC, have been evaluated in this paper as well. The confusion metric
used to evaluate the classifier for binary data presented in Tab. 2.

Table 1: Brief description of datasets

Datasets Source # Instances Class(1/0) # Attributes Imbalance ratio

Ionosphere UCI 351 Bad/good radar returns 34 1.79
Glass0 KEEL 214 Positive/negative 9 2.05
Vertebral UCI 310 AB/No 6 2.1
Vehicle0 KEEL 846 Positive/negative 18 3.25
Ecoli1 KEEL 336 Positive/negative 7 3.36
Spectfheart UCI 267 Abnormal/normal 44 3.85
New thyroid KEEL 215 Positive/negative 5 5.14
Yeast-2_vs_4 KEEL 514 Positive/negative 8 9.08

Table 2: Confusion metric for binary classification

Predicted positive Predicted negative

Actual positive True positive False positive
Actual negative False negative True negative

True positive (TP) represents the actual positive instances that are classified correctly as
positive whereas false positive (FP) represents actual positives incorrectly classified as negative.
Similarly true negatives (TN) are actual negative instances, while also correctly classified as neg-
atives and false negatives (FN) are actual negative instances and incorrectly classified as positive.
These measures are properly explained in [3]. Performance evaluation measures in terms of these
metrics are given below in Tab. 3:

We are using F-Measure because it is a more comprehensive metric than accuracy as it
comprises the weighted ratio of precision and recall and is sensitive towards data distribution as
well. G-Mean is concerned to evaluate the degree of bias in unevenly distributed data. AUC or
area under the ROC curve is again a very sensitive measure to work with such binary data points
to aggregate the classifier’s performance over all possible threshold values.

6.3 Empirical Results
To evaluate the performance of the proposed methodology we took three evaluation measures

F-Measure, AUC and G-Mean. Tab. 4 contains the results drawn on F-Measure, AUC and G-
Mean of NWKNN, Adpt-NWKNN, Fuzzy-NWKNN and WFAKNN on all eight datasets for
five values of K; 5 to 25. Most of the result shows the better performance of WFAKNN over
other three approaches.
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Table 3: Evaluation measures based on the confusion matrix

Evaluation measure Formula

Accuracy
TP+TN

TP+FP+TN +FN

Precision
TP

TP+FP

Recall
TP

TP+FN

TPRate
TP

Total_P

FPRate
FP

Total_N

F-measure
2 ∗Precision ∗Recall
Pr ecision+Recall

AUC
1+TPRate−FPRate

2

G-Mean

√
TP

TP+FN
× TN
TN+FP

Graphical representation for the comparison on the performance of Fuzzy KNN and
Weighted Fuzzy Adaptive KNN (WFAKNN) is given in Figs. 1–3 for F-measure, AUC and G-
mean for average values of K. These figures show improvements in WFAKNN over Fuzzy KNN
for all these measures. This also shows that performance improvement is generalized with different
degrees of imbalance for different datasets.

Table 4: Results for F-measure AUC and G-means for different values of K

Dataset Method Evaluation
measures

K values

5 10 15 20 25 Avg

Ionosphere NWKNN F-measure 0.4252 0.4375 0.4561 0.52 0.5 0.46776
AUC 0.3926 0.4057 0.469 0.5734 0.5621 0.48056
G-Mean 0.2303 0.2345 0.4167 0.5626 0.5577 0.40036

Adpt-NWKNN F-Measure 0.4252 0.4733 0.4957 0.549 0.5769 0.50402
AUC 0.3926 0.4452 0.5084 0.5998 0.6261 0.51442
G-Mean 0.2303 0.2467 0.44 0.5839 0.6044 0.42106

Fuzzy-NWKNN F-Measure 0.4733 0.4615 0.5085 0.5631 0.5743 0.51614
AUC 0.4452 0.4321 0.5216 0.6129 0.6278 0.52792
G-Mean 0.2467 0.2427 0.4476 0.5942 0.6131 0.42886

Weighted Fuzzy Adpt KNN F-Measure 0.7302 0.75 0.7097 0.7302 0.5965 0.70332
AUC 0.7877 0.8009 0.7745 0.7877 0.7088 0.77192
G-Mean 0.7663 0.7828 0.7494 0.7663 0.6588 0.74472

(Continued)
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Table 4: Continued

Dataset Method Evaluation
measures

K values

5 10 15 20 25 Avg

Glass0 NWKNN F-Measure 0.338 0.5455 0.6829 0.8649 0.7778 0.64182
AUC 0.3439 0.6362 0.7636 0.881 0.8217 0.68928
G-Mean 0.2578 0.6314 0.7574 0.8729 0.8069 0.66528

Adpt-NWKNN F-Measure 0.338 0.6 0.7059 0.7755 0.7917 0.64222
AUC 0.3439 0.6844 0.789 0.8477 0.8594 0.70488
G-Mean 0.2578 0.6622 0.7861 0.8458 0.8582 0.68202

Fuzzy-NWKNN F-Measure 0.4225 0.549 0.7179 0.7778 0.7778 0.649
AUC 0.4502 0.6473 0.7868 0.8217 0.8217 0.70554
G-Mean 0.3645 0.647 0.7776 0.8069 0.8069 0.68058

Weighted Fuzzy Adpt KNN F-Measure 0.7027 0.8 0.7568 0.7778 0.8108 0.76962
AUC 0.7746 0.8333 0.8101 0.8217 0.8455 0.81704
G-Mean 0.7589 0.8165 0.7973 0.8069 0.8353 0.80298

Vertebral NWKNN F-Measure 0.3883 0.4255 0.4419 0.5 0.5 0.45114
AUC 0.4127 0.4841 0.523 0.5881 0.5952 0.52062
G-Mean 0.3253 0.4484 0.5112 0.5774 0.5909 0.49064

Adpt-NWKNN F-Measure 0.3883 0.48 0.5684 0.5934 0.6222 0.53046
AUC 0.4127 0.5349 0.6484 0.6802 0.7127 0.59778
G-Mean 0.3253 0.4646 0.5976 0.6437 0.6777 0.54178

Fuzzy-NWKNN F-Measure 0.3774 0.4124 0.4444 0.4706 0.4878 0.43852
AUC 0.3889 0.4603 0.5159 0.5556 0.5794 0.50002
G-Mean 0.2722 0.4115 0.4933 0.5443 0.5727 0.4588

Weighted Fuzzy Adpt KNN F-Measure 0.8235 0.7083 0.7347 0.8077 0.7843 0.7717
AUC 0.85 0.7754 0.7921 0.8421 0.8254 0.817
G-Mean 0.8367 0.7468 0.7684 0.83 0.81 0.79838

Vehicle0 NWKNN F-Measure 0.3491 0.3698 0.3465 0.3629 0.339 0.35346
AUC 0.4696 0.5063 0.4801 0.5064 0.4828 0.48904
G-Mean 0.3337 0.4 0.4078 0.444 0.4464 0.40638

Adpt-NWKNN F-Measure 0.381 0.4096 0.4 0.4152 0.4138 0.40392
AUC 0.5079 0.5541 0.5381 0.5644 0.5619 0.54528
G-Mean 0.2774 0.329 0.3021 0.359 0.3517 0.32384

Fuzzy-NWKNN F-Measure 0.3732 0.3955 0.4015 0.4157 0.424 0.40198
AUC 0.5009 0.5422 0.5525 0.5757 0.5886 0.55198
G-Mean 0.3236 0.4214 0.4425 0.4866 0.5094 0.4367

Weighted Fuzzy Adpt KNN F-Measure 0.8421 0.7679 0.7652 0.7321 0.7257 0.7666
AUC 0.8845 0.8351 0.8383 0.8133 0.8107 0.83638
G-Mean 0.8805 0.8267 0.8317 0.8029 0.8007 0.8285

Ecoli1 NWKNN F-Measure 0.3093 0.3556 0.4054 0.4545 0.4762 0.4002
AUC 0.4047 0.4835 0.5689 0.6261 0.6475 0.54614
G-Mean 0.3201 0.4345 0.5628 0.6255 0.6475 0.51808

Adpt-NWKNN F-Measure 0.4078 0.383 0.4051 0.4658 0.4722 0.42678
AUC 0.5351 0.5127 0.5621 0.6339 0.641 0.57696
G-Mean 0.3788 0.436 0.546 0.625 0.6334 0.52384

Fuzzy-NWKNN F-Measure 0.3368 0.3448 0.3889 0.4375 0.459 0.3934
AUC 0.4478 0.4761 0.5543 0.6115 0.6329 0.54452
G-Mean 0.373 0.4423 0.5517 0.6115 0.6325 0.5222

Weighted Fuzzy Adpt KNN F-Measure 0.6842 0.7692 0.7692 0.7368 0.7368 0.73924
AUC 0.7683 0.8189 0.8189 0.7972 0.7972 0.8001
G-Mean 0.741 0.8018 0.8018 0.7746 0.7746 0.77876

(Continued)
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Table 4: Continued

Dataset Method Evaluation
measures

K values

5 10 15 20 25 Avg

Spectfheart NWKNN F-Measure 0.2121 0.3 0.1923 0.24 0.2791 0.2447
AUC 0.3828 0.5078 0.4141 0.4688 0.5234 0.45938
G-Mean 0.3789 0.5049 0.4014 0.4593 0.5019 0.44928

Adpt-NWKNN F-Measure 0.3415 0.3733 0.3721 0.3596 0.3596 0.36122
AUC 0.5313 0.5859 0.5781 0.5547 0.5547 0.56094
G-Mean 0.405 0.5097 0.3953 0.3307 0.3307 0.39428

Fuzzy-NWKNN F-Measure 0.2466 0.2581 0.2623 0.2667 0.2857 0.26388
AUC 0.4063 0.4531 0.4609 0.4688 0.5 0.45782
G-Mean 0.375 0.4507 0.4593 0.4677 0.5 0.45054

Weighted Fuzzy Adpt KNN F-Measure 0.4444 0.4375 0.3125 0.3226 0.3636 0.37612
AUC 0.6563 0.6484 0.5703 0.5781 0.6016 0.61094
G-Mean 0.6374 0.6132 0.5087 0.5135 0.5573 0.56602

New Thyroid NWKNN F-Measure 0.2388 0.2373 0.2456 0.25 0.2545 0.24524
AUC 0.4463 0.4611 0.4796 0.4889 0.4981 0.4748
G-Mean 0.2722 0.3944 0.426 0.441 0.4554 0.3978

Adpt-NWKNN F-Measure 0.2609 0.2727 0.2687 0.2857 0.2857 0.27474
AUC 0.487 0.5148 0.5056 0.5426 0.5426 0.51852
G-Mean 0.2582 0.3416 0.3162 0.4082 0.4082 0.34648

Fuzzy-NWKNN F-Measure 0.2647 0.2951 0.3051 0.3103 0.3158 0.2982
AUC 0.4963 0.5611 0.5796 0.5889 0.5981 0.5648
G-Mean 0.2887 0.4472 0.483 0.5 0.5164 0.44706

Weighted Fuzzy Adpt KNN F-Measure 0.8889 0.8235 0.8235 0.8235 0.8235 0.83658
AUC 0.9 0.85 0.85 0.85 0.85 0.86
G-Mean 0.8944 0.8367 0.8367 0.8367 0.8367 0.84824

Yeast-2_vs_4 NWKNN F-Measure 0.1429 0.1606 0.1626 0.1897 0.1622 0.1636
AUC 0.4062 0.4674 0.4808 0.5429 0.4871 0.47688
G-Mean 0.2409 0.3843 0.4434 0.5084 0.4738 0.41016

Adpt-NWKNN F-Measure 0.1529 0.1678 0.2029 0.1986 0.2 0.18444
AUC 0.4324 0.4827 0.5746 0.5638 0.5674 0.52418
G-Mean 0.2276 0.3638 0.4488 0.4258 0.4336 0.37992

Fuzzy-NWKNN F-Measure 0.1419 0.1606 0.176 0.188 0.193 0.1719
AUC 0.4026 0.4674 0.5106 0.5393 0.5501 0.494
G-Mean 0.2297 0.3843 0.4594 0.5032 0.5187 0.41906

Weighted Fuzzy Adpt KNN F-Measure 0.4583 0.4444 0.4889 0.3051 0.383 0.41594
AUC 0.7875 0.7614 0.7983 0.6741 0.7173 0.74772
G-Mean 0.7857 0.7555 0.7957 0.67 0.7076 0.7429

7 Significance Testing

Here t-test [40,41] is applied to find the significant statistical difference between the proposed
and existing approaches being used in this work for comparison. This null hypothesis shown by
H0 implies that there is no significant difference between the existing algorithm and the proposed
algorithm. We performed the t-test in MATLAB for significance level 0.05, where statistics are
‘h’, ‘p’ and ‘t’. If the t-test returns the value h= 0, the null hypothesis is accepted and if h = 1,
it rejects the null hypothesis, which implies that there exists a significant difference between our
proposed algorithm and the existing one. This could be proven with a smaller p value rather than
using the significance level of 0.05 and higher value of t (calculated), rather than the value of t
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(tabulated). In our experiment section we have taken five different values for integer K to evaluate
the performance measures F-Measure, AUC and G-Mean. Hence for the degree of freedom=
4 (degree of freedom (df)=observation-1 so for K=5; df = 4) comparative t-test results for F-
Measure on eight datasets are given in Tab. 5. We can observe that except Glass0 all datasets are
significantly performing better for WFAKNN rather than other algorithms. Also for Glass0 all
evaluation measures are showing better results for both different values of K and their average
value (Tab. 4).
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Figure 1: F-Measure performances of NWKNN, Adpt-NWKNN, Fuzzy-NWKNN and Weighted
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Figure 2: AUC performances of NWKNN, Adpt-NWKNN, Fuzzy-NWKNN and Weighted Fuzzy
Adpt KNN
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Figure 3: G-Mean performances of NWKNN, Adpt-NWKNN, Fuzzy-NWKNN and Weighted
Fuzzy Adpt KNN

Table 5: Statistics of paired t-test for F-Measure of WFAKNN with NWKNN, Adpt-NWKNN
and WFAKNN and Fuzzy-NWKNN for the degree of freedom (df) = 4 and t (tabulated) = 2.776

Datasets WFAKNN and
NWKNN

WFAKNN and
Adpt-NWKNN

WFAKNN and
Fuzzy-NWKNN

h p-value t (calculated) h p-value t (calculated) h p-value t (calculated)

Ionosphere 1 0.0039 5.9786 1 0.0163 3.986 1 0.0156 4.0394
Glass0 0 0.1884 1.5836 0 0.1379 1.8503 0 0.1136 2.0192
Vertebral 1 3.81E-04 11.0541 1 0.0086 4.806 1 3.48E-04 11.3153
Vehicle0 1 4.34E-05 19.1955 1 1.73E-04 13.5227 1 2.41E-04 12.4263
Ecoli1 1 3.06E-04 11.6874 1 2.71E-04 12.065 1 2.02E-04 12.9988
Spectfheart 1 0.0086 4.8109 0 0.6502 0.4894 1 0.0239 3.5464
New Thyroid 1 2.45E-06 39.5232 1 4.87E-06 33.2676 1 1.57E-05 24.782
Yeast-2_vs_4 1 0.0029 6.4955 1 0.0036 6.1388 1 0.0034 6.2398

8 Conclusions

In this paper we have proposed a modified weighted fuzzy adaptive nearest neighbor algo-
rithm (WFAKNN) to classify imbalanced data using optimal weights. The fuzzy nearest neighbor
approach becomes more impactful while applying weights and then incorporating the adaptive
approach to be applied on imbalanced data. One can observe clearly in the results section that
for the given evaluation measures the proposed method is performing better than other weighted
and/or fuzzy nearest neighbor algorithms. Though the experiments are limited with binary data
sets in this paper; they could also be done with multi-class data sets in the future. Moreover,
feature selection could be applied to improve the performance. This approach can be applied to
recent machine learning studies on the healthcare sector or where using IoT generated data too,
because both of them are very sensitive to the accuracy of the classifier and negligence of data
distribution can affect it a lot. Some of the possible studies can be extended with the consideration
of data imbalance and application of WFAKNN are [42–45] and definitely not limited to.
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