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Abstract:CO2 emission is considerably dependent on energy consumption and
on share of energy sources as well as on the extent of economic activities. Con-
sequently, these factors must be considered for CO2 emission prediction for
seven middle eastern countries including Iran, Kuwait, United Arab Emirates,
Turkey, Saudi Arabia, Iraq and Qatar. In order to propose a predictive model,
a Multilayer Perceptron Artificial Neural Network (MLP ANN) is applied.
Three transfer functions including logsig, tansig and radial basis functions are
utilized in the hidden layer of the network.Moreover, various numbers of neu-
rons are applied in the structure of the models. It is revealed that using MLP
ANNmakes it possible to accurately predict CO2 emission of these countries.
In addition, it is concluded that using logsig transfer function leads to the
highest accuracy with minimum value of mean squared error (MSE) which
is followed by the networks with radial basis and tansig transfer functions.
The R-squared of the networks with logsig, radial basis and tansig transfer
functions are 0.9998, 0.9997 and 0.9996, respectively. Finally, comparison of
the proposed model with a similar study, considered five countries in the same
region, reveals higher accuracy in term of MSE.

Keywords: CO2 emission; artificial neural network; middle eastern coun-
tries; transfer function

1 Introduction

Climate change is one of the main concerns of scientists working on the environment due
to its detrimental effects such as shrinkage in glaciers, change in animal and plant ecosystem,
heat waves with higher intensity, sea level rise, etc. [1,2]. Greenhouse gases highly influence the
climate change [3], which necessitates utilizing different approaches, fuels, energy sources and
alternatives to mitigate their emission [4,5]. CO2 is one of the greenhouse gases that is mainly
emitted by energy consumption and through the relevant industries and technologies [6]. Due to its
harmful effects, considerable efforts have been made to decrease CO2 emission so far. Enhancing
the efficiency of the current energy systems and developing clean energy systems are the main
solutions to hinder this situation [7,8]. In order to have deep insight into the CO2 emission,
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it is required to model it. In this regard, employing Artificial Intelligence would be a practical
approach. However, it is vital to use a reliable model through appropriate inputs; therefore, all of
the influential elements must be considered.

Artificial Intelligence is an efficient approach for modeling and predicting complex system
with different effective factors [9,10]. Methods based on artificial intelligence, such as artificial
neural network (ANN), have been broadly applied in different fields of science such as medical,
engineering and management [11–13]. Owing to their efficient performance in forecasting the
outputs of the systems, they can be applied for predicting complex situations. Various studies
have applied these methods for predicting CO2 emission for different countries. For instance,
Ghalandari et al. [14] used multilayer perceptron (MLP) and Group Method of Data Handling
(GMDH) for CO2 emission of four countries located in Europe. They concluded that CO2 emis-
sion can be forecasted with great accuracy, with R-squared value of around 0.9999. In another
work [15], GMDH was used for the same purpose in four Nordic countries. The proposed model
was remarkable with R-squared of 0.998. Ahmadi et al. [16] applied Least Square Support Vector
Machine (LSSVM) as an intelligent approach for predicting CO2 emission of six American Latin
countries and found that this method has excellent performance for their purpose. According
to these works, it can be concluded that these techniques would be leading for CO2 emission
modeling. In Tab. 1, summaries of the research studies that applied Intelligent Methods for CO2
emission modeling are provided.

Table 1: Summaries of the studies utilizing artificial intelligence for CO2 emission modeling

Authors Method Case studies Results

Ghalandari
et al. [14]

GMDH and
MLP

Germany, United
Kingdom, France, and
Italy

Using MLP led to
higher accuracy
compared with GMDH.

Rezaei
et al. [15]

GMDH Finland, Sweden,
Denmark, and Norway

R-squared of the
proposed model was
0.998.

Ahmadi
et al. [17]

LSSVM
with
different
optimization
approaches

Mexico, Brazil, Chile,
Argentina, Venezuela,
Peru, and Uruguay

Using hybrid genetic
algorithm and PSO as
optimization method led
to outputs with
minimum MSE.

Ghazvini
et al. [18]

IWOSVM
and SVM

Germany, United
Kingdom, France,
Canada, Italy, Japan,
Russia, and United
States

Using IWOSVM led to
higher accuracy
compared with SVM in
predicting CO2 emission
of the countries.

Ahmadi
et al. [19]

GMDH Iran, Qatar, Kuwait,
United Arab Emirates,
and Saudi Arabia

AARD of their model
was 2.3%.

In the Middle East, renewable energy-based technologies have not been developed greatly
due to the abundance of different types of fossil fuels. Owing to this fact, CO2 emissions of
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these countries are relatively high in comparison with their industrial activities and population.
Although there are some limited research focusing on utilization of intelligent methods for CO2
emission for different countries, there is only one study on the Middle Eastern countries [19]. In
this regard, this work concentrates on proposing a predictive model for CO2 emission in seven
Middle Eastern countries including Iran, United Arab Emirates, Qatar, Kuwait, Saudi Arabia,
Turkey and Iraq. In comparison with the mentioned study on the Middle Eastern countries, the
present paper includes more case studies. Furthermore, the applied method, i.e., MLP ANN, has
shown superior performance in predicting CO2 emission. To propose a model with maximum
possible accuracy, MLP with different architectures and transfer functions are used in this work.
Moreover, the accuracy of the models is compared based on statistical criteria. In the next section
of this article, the case studies are introduced based on their energy consumption and CO2
emission; afterwards, the applied method is explained. Subsequently, in the fourth section, results
are represented and discussed. Finally, in conclusion section, the main findings of this study are
provided.

2 Case Studies

In this paper, seven Middle Eastern countries are considered as case studies for modeling of
CO2 emissions. In this part, some of the most important data about these countries are presented.
The first one is Iran, which is located in the west of Asia with a population of 82,913,000 in
2019 [20]. Iran’s primary energy consumption has increased from 3.04 EJ in 1990 to around 12.34
EJ in 2019. In this period, CO2 emission has increased from around 190.6 Mt to more than 670
Mt [21]. Several policies, such as supporting cooperative and private sectors to facilitate installing
renewable energy technologies [22] have been made and implemented in this country in recent
years to decrease CO2 emission. The next country considered here as a case study is Iraq. This
country locates in the west of Asia and is known as one of the important oil exporters. Its
population was around 39,309,000 in 2019 [20]. CO2 emission of Iraq has increased from 52.3
Mt in 1990 to around 148 Mt in 2019. In the same period, its primary energy consumption has
increased from 0.82 EJ to 2.23 EJ [21]. Some policies, like undertaking pollution treatment via
applying clean technologies for polluting activities [22] have been designed to reduce CO2 emission
and reach more appropriate qualities in term of environment. Kuwait, located in the west of
Asia, is the next in the list and is considered here for modeling its CO2 emission. Kuwait is
one of the resource-reach countries that exports crude oil in large extent, i.e., more than 102
Mt in 2019 [22]. Its population in 2019 was around 4,207,000 [20] and its CO2 emission has
increased from 18.4 Mt in 1990 to around 97.3 Mt in 2019. In this period, Kuwait’s total primary
energy consumption has grown from around 0.29 EJ to about 1.64 EJ [21]. Kuwait has invested
on development of renewable energy technologies in recent years to improve the diversity of its
energy systems making it more environmentally friendly. United Arab Emirates (UAE) is another
Middle Eastern country in the west of Asia with population of around 9,770,000 in 2019 [20]. Its
primary energy consumption has increased from 1.25 EJ to about 4.83 EJ between 1990 and 2019.
In this period, its CO2 emissions has grown from 82.2 Mt to 282.6 Mt [21]. UAE has invested
in renewable energies, especially solar, in recent years which would result in lower emission of
CO2 per unit of energy consumption. Saudi Arabia is another case study of the present work
which is located in the South West of Asia. This country has a key role in supplying world
crude oil by exporting it in large extent. The population of Saudi Arabia in 2019 was around
34,268,000 [20]. Its primary energy consumption has been increased from around 3.34 EJ to about
11.04 EJ between 1990 and 2019. During these years, its CO2 emission has grown from about
202.3 Mt to around 579.9 Mt [21]. Saudi Arabia has invested in various clean energy technologies
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such as renewable energy-based desalination systems and power generation. Moreover, this country
aims to reach a leading researcher position in field of energy [22]. Qatar, located in west of Asia,
with population of around 2,832,000 in 2019 [20] occupies the second place of natural gas export
in the world. CO2 emission of Qatar has increased from around 14.2 Mt to about 102.5 Mt from
1990 to 2019. In this period, its primary energy consumption has increased from approximately
0.31 EJ to around 2.02 EJ [21]. In order to reach sustainable development, this country has
proposed several programs in recent years that cover various aspects such as setting standard
values for energy technologies [22]. Turkey is the only European country that is considered in this
study. It is located in the South Eastern of Europe and west of Asia with population of around
83,429,000 in 2019 [20]. In the mentioned time period for the previous countries, the primary
energy consumption of Turkey has increased from approximately 2.01 EJ to about 6.49 EJ. In this
period, its CO2 emission has increased from around 136.2 Mt to around 383.3 Mt [21]. Several
energy-related policies, such as developing nearly zero energy building have been applied in this
country to improve energy efficiency and decrease the related environmentally harmful effects [22].

In Fig. 1, average annual growth of primary energy consumption and CO2 emission between
1990 and 2019 are illustrated. As shown in this figure, average annual growth of both mentioned
parameters are maximum for Qatar between 1990 and 2019 among the considered case studies.
In addition to the case studies, these factors are compared with the corresponding values of the
world and OECD countries to get a better insight. It can be concluded that growth in CO2
emission and primary energy consumption of the considered countries for the present study are
higher compared to that in the world as well as OECD countries. That can be attributed to a
lower share of renewable energies and relatively lower efficiency of energy technologies. As shown
in Fig. 2, share of renewable energies in the countries considered for modeling, except Turkey, is
much lower compared to that in the world and OECD countries. By considering all countries, the
share of renewables in primary energy consumption is around 3.81%, while it is around 12.45%
and 11.4% for OECD countries and the world; respectively.
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Figure 1: Average annual growth in primary energy consumption and carbon dioxide emission
between 1990 and 2019 [21]
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Figure 2: Share of renewable energies in primary energy consumption in 2019 [21]

3 Method

Multilayer perceptron (MLP) ANN is employed here for modeling and predicting CO2
emission of the considered countries. MLP is one of the common methods in artificial neural
networks. Its working procedure is depicted in Fig. 3. This approach is built on three base layers
which are called input layers, hidden layer and output layer and the mentioned layers are in
control of locating the input data, processing the data, and representing the outcome, respectively.
It is worth mentioning that this method benefits from numerous nodes that are connected through
a weight vector in each of the aforementioned layers. The nodes in input layer collect the data
and process them in the hidden layer and show them in the result layer. The collected information
by the nodes in the input layer is combined for the next layer’s nodes. The connection between the
input vector, weight vector, nodes and the transfer function f of the summation of input nodes
to the hidden layer are presented as [23,24]:

nj =
n∑
i=1

ωjixi+ θj j= 1.2.3 . . .K (1)

yj = f (nj)= f

(
n∑
i=1

ωjixi+ θj

)
j= 1.2.3 . . .K (2)

where K, θj and ωji describe the amounts of hidden layers, the threshold of the hidden node and
the weight among the hidden node and the input node, respectively. For dissimilar systems, these
functions can be set such that they are compatible with these systems.

By multiplying each hidden node by its own weight vector, the output node is obtained.
Neurons number in output and input is decided by examining the number of the set of variables
for the problem. However, it should be noted that the number of hidden layers cannot be
established precisely. This number depends on various elements such as is the complexity of the
problem, the training data wideness, the number of the testing information and the noise in the
applied data. To the optimized point in training mode, neurons are counted up depending on
the iteration. Back propagation technique is implemented in training stage to adjust weight and
bias values. In this process, producing the training section is vital to compose the predictive MLP
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model. Moreover, it is necessary to point out that the prediction process occurs by regulating
weight and bias values.

Figure 3: Architecture of MLP [23]

There are some factors that affect the prediction ability and precision of MLP ANN. Number
of neurons and transfer function are among the most crucial parameters. In this regard, different
numbers of neurons are tested in the network. Furthermore, to investigate the effect of the
transfer function, three different functions including radial basis, tansig and logsig are used. These
functions are presented in Fig. 4.

Figure 4: Schematic of (a) radial basis, (b) tansig, and (c) logsig functions
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In order to train the networks, the consumptions of coal, oil, natural gas, hydroelectricity,
other renewable energies and GDP are applied as inputs. Moreover, single hidden layer is utilized
in the network. The energy source consumptions are extracted from Ref. [21] and GDP of the
countries are gathered from Ref [25]. It should be mentioned that available data between 1990
and 2019 are considered in this study. The data were randomly divided into three subgroups
for training (70%), validation (15%) and test (15%). For comparing the results, three criteria
including R-squared, mean squared error (MSE) and average absolute relative deviation (AARD)
are considered which can be determined as follows [26]:

R2 = 1−
∑i=n

i=1 (yactuali − ypredictedi )
2

∑i=n
i=1 (yactuali − yactual)

2 (3)

MSE = 1
n

i=n∑
i=1

(yactuali − ypredictedi )2 (4)

AARD= 1
n

i=n∑
i=1

∣∣∣∣∣y
actual
i − ypredictedi

yactuali

∣∣∣∣∣ ∗ 100 (5)

where n is the number of datasets, and yactuali and ypredictedi , yactual refer to the actual value of
CO2 emission (provided in the reference) and corresponding predicted value by the proposed
models, and average of actual values, respectively. The schematic of the model and its inputs are
represented in Fig. 5.

Figure 5: Schematic of the model with its inputs

4 Results and Discussion

In this study, three different transfer functions with various numbers of neurons, ranging from
5 to 15 are tested to reach an accurate predictive model. In order to assess the model, MSE values
are compared and the lowest case is selected as the most accurate one. In Tab. 2, the MSE values
of the trained network for case of using tansig transfer function are represented. As shown in this
table, in case of using 10 neurons, the lowest value of the network is obtained which is around
9.98.
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Table 2: MSE values for different numbers of neuron by using tansig transfer function

MSE value

Number of neurons Training data Validation data Test data Overall data

5 26.97572 21.18903 44.73378 28.77453
6 7.702532 12.84113 38.4976 13.10189
7 6.574009 29.8904 14.05152 11.20107
8 4.171298 8.0903 44.47328 10.8159
9 12.72786 17.24672 30.61911 16.09518
10 3.451334 15.09403 35.29012 9.984821
11 5.847052 26.35918 17.95812 10.74898
12 51.71184 3267.129 41.90757 533.3843
13 3.50335 17.9012 62.05733 14.46502
14 5.632606 13.8968 193.6848 35.13092
15 2.999346 41.61927 34.29446 13.50471

As indicated in the previous section, the data are divided into three subgroups. In Figs. 6–9,
the predicted values vs. actual ones are compared for all of the subgroups in addition to the
overall data. The R-squared value of the trained network for the overall data as shown in Fig. 9
is 0.9996, indicating remarkable accuracy of the prediction.
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Figure 6: Predicted data vs. actual value for training data with tansig transfer function

In addition to tansig, logsig transfer function is applied in the network. In this condition, as
shown in Tab. 3, the highest accuracy is obtained by utilizing 13 neurons in the hidden layer of the
network. In this condition, MSE value of the model equals to 6.42 which is lower in comparison
with the network using tansig transfer function. The lower value of the MSE indicates higher
accuracy of the network with logsig transfer function.
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Figure 7: Predicted data vs. actual value for validation data with tansig transfer function
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Figure 8: Predicted data vs. actual value for test data with tansig transfer function
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Figure 9: Predicted data vs. actual value for overall data with tansig transfer function

In Figs. 10–13, the actual values are compared with the predicted ones obtained by applying
the network using logsig transfer function with 13 neurons in the hidden layer. In this condition,
the R-squared of the model is 0.9998 which is higher than the corresponding value in case of
using tansig function in the network.

Finally, radial basis function is tested as transfer function in the architecture of the network.
In this case, similar numbers of neuron are used to find an accurate model. As represented in
Tab. 4, the minimum value of obtained MSE value is around 8.48, which indicates its higher
accuracy compared to that in the network with tansig transfer function whereas its accuracy is
lower than the network with logsig function. For this network, the minimum value of MSE is
obtained when 8 neurons are used in the network.
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Table 3: MSE values for different numbers of neuron by using logsig transfer function

MSE value

Number of neurons Training data Validation data Test data Overall data

5 6.890186 14.53793 27.0631 11.07049
6 37.94294 59.39424 88.04862 48.69502
7 7.987841 13.2595 31.99283 12.38692
8 10.66885 30.67276 119.734 30.06264
9 10.00443 13.85176 38.43372 14.85429
10 286.5156 197.6525 390.911 288.8495
11 4.486552 34.63314 24.30074 11.99361
12 3.539939 56.53056 27.55377 15.11056
13 2.784553 14.52157 15.25402 6.421796
14 15.90269 30.40525 27.82018 19.87254
15 10.29714 74.61764 373.4156 74.52372
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Figure 10: Predicted data vs. actual value for training data with logsig transfer function
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Figure 11: Predicted data vs. actual value for validation data with logsig transfer function

In Figs. 14–17, the actual and predicted values of carbon dioxide emission for the case studies
are compared for the three subgroups listed earlier. As shown in these figures, the R-squared is
0.9997, which is higher than the corresponding value of the network with tansig function while it
is lower than that in the model with logsig function. Ultimately, AARD of the designed networks
in optimum condition are determined to compare them by using another criterion. As shown in
Fig. 18, employing logsig leads to the minimum value of AARD, around 1.67%, while utilizing
radbas leads to the maximum value of AARD which is around 2.06%. In comparison with
another study conducted on Middle Eastern countries, the proposed model has higher accuracy
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in term of AARD. Moreover, in addition to considering more case studies, more recent data, till
2019, are considered in the current study. All of these facts denote that the present model is more
applicable and reliable for CO2 emission prediction of the considered countries.
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Figure 12: Predicted data vs. actual value for test data with logsig transfer function
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Figure 13: Predicted data vs. actual value for overall data with logsig transfer function

Table 4: MSE values for different numbers of neuron by using radial basis transfer function

MSE value

Number of neurons Training data Validation data Test data Overall data

5 6.204251 13.1417 23.62382 9.864114
6 5.258238 32.77686 481.4662 80.94773
7 24.5503 79.58129 43.33395 35.64162
8 4.363901 18.28052 17.88488 8.486649
9 8.64818 17.42508 18.08609 11.38512
10 11.38053 804.1989 804.2063 249.6379
11 5.829965 23.14155 47.37136 14.67316
12 217.8422 522.4097 552.4822 313.8889
13 6.03022 39.34068 338.1771 60.9435
14 1.744912 12.742 297.2649 47.80188
15 0.911054 65.85211 97.13867 25.12811
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Figure 14: Predicted data vs. actual value for training data with radial basis transfer function
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Figure 15: Predicted data vs. actual value for validation data with radial basis transfer function
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Figure 16: Predicted data vs. actual value for test data with radial basis transfer function
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Figure 17: Predicted data vs. actual value for overall data with radial basis transfer function
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5 Conclusion

In this study, carbon dioxide emission of seven Middle Eastern countries including Iran,
Turkey, Kuwait, United Arab Emirates, Saudi Arabia and Qatar were modeled by using MLP
neural network with various numbers of neurons in hidden layer and different transfer functions
including tansig, logsig and radial basis. Consumptions of different energy sources in addition
to GDP of the mentioned countries were applied as the inputs of the models. According to the
obtained results, using logsig function in the hidden layer and utilizing 13 neurons in the hidden
layer led to the most accurate prediction with MSE value of 6.42 while R-squared of this model
is 0.9998. In term of accuracy, this model was followed by the network with radial basis function.
The R-squared and MSE of the model with radial basis function and logsig were 0.9997 and 8.48,
and 0.996 and 9.98, respectively. Moreover, comparison of this model with the proposed one in
a similar study, considering five countries in the same region, reveals higher accuracy in term of
MSE.
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