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Abstract:Existing literature shows cultural crowdmanagement has unforeseen
issues due to four dynamic elements; time, capacity, speed, and culture. Cross-
cultural variations are increasing the complexity level because each mass and
event havedifferent characteristics and challenges.However, no prior study has
employed the six Hofstede Cultural Dimensions (HCD) for predicting crowd
behaviors. This study aims to develop the Cultural Crowd-Artificial Neural
Network (CC-ANN) learning model that considers crowd’s HCD to predict
their physical (distance and speed) and social (collectivity and cohesion) char-
acteristics. The model was developed towards a cognitive intelligent decision
support tool where the predicted characteristics affect the estimated regulation
plan’s time and capacity. We designed the experiments as four groups to ana-
lyze the proposed model’s outcomes and extract the interrelations between the
HCD of crowd’s grouped individuals and their physical and social character-
istics. Furthermore, the extracted interrelations were verified with the dataset’s
statistical correlation analysis with a P-value < 0.05. Results demonstrate
that the predicted crowd’s characteristics were positively/negatively affected by
their considered cultural features. Similarly, analyzing outcomes identified the
most influential HCD for predicting crowd behavior. The results also show
that the CC-ANN model improves the prediction and learning performance
for the crowd behavior because the achieved accepted level of accuracy does
not exceed 10 to 20 epochs inmost cases.Moreover, the performance improved
by 90%, 93% respectively in some cases. Finally, all prediction best cases were
related to one or more cultural features with a low error of 0.048, 0.117, 0.010,
and 0.014 mean squared error, indicating a novel cultural learning model.

Keywords: Cultural crowds; learning model; artificial neural network;
hHofstede cultural dimensions; predicting group behaviors; crowd
management

1 Introduction

The escalated level of urbanization and expanding population has made crowded gather-
ings substantially prominent [1]. This phenomenon is evident from integrating crowd analytics
algorithms across various domains [2–4]. Wijermans defined a crowd as “A group of individuals
at the same physical location at the same time” [5], while crowd management (CM) refers to the
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preparations and planning of an event involving forecasting and scheduling techniques [6]. The
resulting event plan includes using operational measures and technical infrastructure to ensure
crowd satisfaction and safety. Pre-planning for an event usually consumes approximately 90%
of the entire CM effort of an event. Meanwhile, operational measures, including the potential
emergencies that support the n resulting plan’s implementation, consume the remaining 10% [6].
The significance of event planning is observed from the incidents of Shanghai’s Bund event on
New Year’s Eve 2015 with 300,000 crowded individuals around Chen Yi Square. A total of 36
people lost their lives due to inadequate management and control, while 47 people were severely
injured [7].

Understanding and classifying the crowds using human factors (religious, social, and cultural)
and employing these factors within the CM system could improve the accuracy and efficiency
of the CM process. The values occur in improved decision-making, professional planning, and
efficient strategies regarding crowd flow rate, density, and satisfaction level. Thus, each crowd
and event have its characteristics and challenges, and one solution cannot fit all. Therefore, an
optimal level of satisfaction with the devised CM plans must be ensured to manage and regulate
people in open areas. Planning for an event usually begins well before the event, especially
for events with a high uncertainty level. Similarly, hospitals may face overcrowded management
issues during these events, particularly in a pandemic, such as in COVID-19. Models of crowd
classification can increase doctors’ productivity and hospital management systems’ effectiveness,
allowing appropriate utilization of their time. Time and capacity are the commonly reported issues
of CM and regulation. Favaretto, Musse, and Costa [8] showed that individuals’ culture affects
their time to accomplish a specific task. Similarly, they reported that some nations are faster than
others in completing an assigned job. Thus, time scheduling and estimated capacity are influenced
by regulatory plans, which may be crucial in controlling sick or special needs individuals. The time
element is essential in artificial intelligence design principles; the three-time scales are followed to
explain behaviors affecting learning, development, and evolution [9].

The study aims to examine the interrelations between the three dimensions of the proposed
cultural crowds (CC) learning model, which is inspired by the Big-Four Geometrical Dimensions
(Big4GD) model [8]. An artificial neural network (ANN) is employed to apply the CC learning
model. The three dimensions of ANN cover physical, social, and cultural characteristics using
the proposed Cultural Crowd-Artificial Neural Network (CC-ANN) learning model to extract the
knowledge of dimensions and characteristics. Similarly, the cultural context effect of a group’s
crowd, represented as Hofstede Cultural Dimensions (HCD), is determined using the proposed
model. The results are verified using statistical significance to test the proposed model. The model
is designed to grow into a cognitive intelligent decision support tool, which assists in crowd
behavior prediction based on the “state-oriented” perspective. Human-agent behavior in a specific
scenario is linked to the actual mechanism for CM systems. The objective is to improve CM
efficiency, w.r.t crowd flowrate, density, collectivity, and satisfaction level. Such a learning model is
limited to event locations and limited to event locations and includes facilities and environments,
such as airports, hospitals, and hotels. The following subsections present some essential concepts
related to the current study.

The following three points are summarizing the main contributions of this work as
follows:

• The present research provides a CC learning model based on ANN toward cognitivism
covering three cognitive processes, perception, learning, and knowledge acquisition. The
perception nodes of ANN receive inputs of physical, social, and cultural characteristics.
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The learning phase was achieved by designing four different groups of experiments. The
knowledge acquisition phase is achieved using a comparative analytical technique of mea-
suring the CC-ANN’s model results, extracting interrelations between the crowd’s HCD,
and their behavior in terms of distance, speed, etc. collectivity, and cohesion. Accordingly,
our understanding of crowds’ micro-level has been enhanced with increasing individuals’
satisfaction levels.

• This study designed and provides an exceptional CC-ANN learning model as the first crowd
behavior learning model employed the six HCD identified by “power distance, individual-
ism, masculinity, uncertainty avoidance, long-term orientation, and indulgence” to predict
crowd’s physical (distance and speed) and social (collectivity and cohesion) characteristics.
Moreover, this work is pioneering in studying crowd behavior considering individuals’ cul-
tural background because it Implemented the mentioned comparative analytical technique
to measure the CC-ANN model’s outcomes and extracted the most influential HCD (posi-
tively or negatively) in predicting crowd behavior, which leads to rich crowd management’s
state-of-the-art future works.

• The developed tool for crowd behavior successfully predicts individuals’ behavior within
a group using four characteristics considering individuals’ six HCD. The CC-ANN model
shows a low error of 0.048, 0.117, 0.010, and 0.014 Mean Squared Error in all prediction
best cases. The Learning model uses a combination of hyperparameters; the developed
CC-ANN learning model as a part of a cognitive intelligent decision support tool improves
Crowd Management systems’ performance within cross-cultural events. In most cases, the
achieved accepted level of accuracy does not exceed 10 to 20 epochs. Moreover, the CC-
ANN learning model improves the performance by 90% and 93%, respectively, in some
cases.

The rest of the paper is structured as follows. Section 2 presented some essential concepts
related to our study; HCD model, Big4D model, Cognitive Intelligent Decision Support Systems,
and ANN. Section 3 surveys associated research with CM and the CC-based work. Section 4
explains the CC learning model. Section 5 discusses the proposed approach considering the
dataset, experiments, and design and implementation of the CC-ANN learning model. In addition
to the significant statistical investigation results, Section 6 presents the outcomes of the CC-ANN
learning model, the limitations of the present study, and lists potential future works that could
improve the proposed learning model. Finally, Section 7 summarizes the study and provides
numerous recommendations to develop and enhance the current research work.

2 Background

2.1 Hofstede Cultural Dimensions (HCD) Model
Hofstede defined culture as “the collective programming of the mind that distinguishes individuals

of one group of people from another [10].” The HCD model shows six cultural dimensions scored
as integer values in the range of [0, 100], where the cultural differences between countries are
apparent in the individual behavior when scoring with a difference of at least 10. Tab. 1 presents
the six dimensions according to the Hofstede Insights website [11].

The HCD dataset [11,12] contained the total number of the cultural dimension scores for 111
countries and was included in the Hofstede study [10]. The dataset was derived from the Greet
Hofstede website [12] and the Hofstede insights website (Country Comparison Tool) [11]. Tab. 2
shows the scores of the six HCDs for the countries included in the current study.
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Table 1: Definitions of HCD

HCD Definition

Power distance (PDI) Indicates power distribution of the society, where the high PDI
scores reflect the unequal and hierarchical power distribution of
privileges. Low PDI scores indicate that societies intend to have
equal rights rather than privileges.

Individualism (IDV) Indicates the identity of the individuals. High IDV scores indicate
the individualist societies with a strong sense of “I,” where an
individual’s identity is independent of others. Low IDV scores reflect
the collectivist societies with a strong sense of “we,” where
individuals are psychologically and practically in-person and in-group
dependent.

Masculinity (MAS) Indicates social concerns. High MAS scores indicate masculine
societies, where individual interests lie in social status and personal
achievement apart from material success. In addition to finding
consensus and ensuring leisure time, low MAs scores reflect feminine
societies concerning life quality and caring of less fortunate persons.

Uncertainty avoidance (UAI) Indicates the acceptance of uncertainty, where high UAI scores
reflect the tendencies to the written and unwritten rules of structure
and predictability. Low UAI scores emphasize that uncertainty is
normal, where each day is considered.

Long-Term orientation (LTO) Indicates the orientation of individual life. High LTO scores indicate
LTO societies, where individuals focus on thrift and perseverance
because the world will never stop changing. Low LTO scores reflect
short-term orientation, where the concerns are on the fulfillment and
traditions of respecting social obligations.

Indulgence (IVR) Indicates the attitude of the individual. High IVR scores reflect
indulgent societies, where the individual can act happy. Low IVR
scores indicate restraint societies, where social norms restrict the
gratification of needs and reduce the importance of leisure.

Table 2: Scores of the six HCDs for the countries included in the current study

Country PDI IDV MAS UAI LTO IVR

Austria 11 55 79 70 60 63
China 80 20 66 30 87 24
France 68 71 43 86 63 48
Brazil 69 38 49 76 44 59
Japan 54 46 95 92 88 42
Germany 35 67 66 65 83 40
Spain 57 51 42 86 48 44
Turkey 66 37 45 85 46 49

2.2 Big-Four Geometrical Dimensions (Big4GD) Model
The Big4GD Model [8] characterizes four crowd’s related dimensions of features to describe

pedestrians structured in video sequences as groups/crowds. The current study covers the following
three dimensions.
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• Physical dimension represents physical crowd features obtained by tracking pedestrians, such
as speed, angular variations, and inter-pedestrian space.

• Social dimension represents crowd social features derived based on physical features and
social interaction, such as the collectivity and cohesion of grouped individuals.

• Cultural dimension, represents the cultural features of the crowd based on the HCD model.
• The CC videos dataset is established through the Big4GD model, as illustrated in the
following subsection.

The CC videos dataset, which investigates crowd behaviors’ cultural aspects, is a video clips
dataset from different crowded scenes of 11 different countries [8]. Moreover, this dataset contains
29 video clips varying from 100 to 900 frames per clip. The dataset contained some extracted
features of walking grouped individuals classified by nationality according to their countries to
investigate some aspects of their cultures. The CC dataset attributes were extracted from the videos
and analyzed for the group individuals. The current study comprised the following physical and
social features of the CC dataset.

• Physical features: Number of Frames, Number of people, Direction, Angular Variation,
Area, Distance, Speed.

• Social features: Collectivity and Cohesion.
• Distance is related to the means of distances between the group members.
• Speed is related to the mean of group member speed.
• Collectivity indicates acting as a union degree of grouped individuals [13].
• Cohesion indicates the stability of the relationship within the group [14].

Regarding features data, the Number of Frames, the number of people features are integer
values, while the other features are decimal values.

2.3 Cognitive Intelligent Decision Support Systems (IDSSs)
Crowd behavior models are recommended to develop decision support systems for CM from

crowd behavioral models that support strategic decision making for crowd events planning, such
as evaluating the consequences of the decisions [5]. Cognitive models comprise the following
four processes: perception, learning, knowledge acquisition, and memory development. Similarly,
in addition to knowledge models and methods based on decision analysis, IDSSs extensively
use artificial intelligence techniques [15]. Furthermore, intellectual resources, databases, expert
systems technologies, and model bases related to groups or individuals effectively support the
decision-making process [15,16].

2.4 Artificial Neural Network (ANN)
ANN is useful for modeling cognitive psychology in its four processes: perception, learning,

knowledge acquisition, and memory development. In addition to models’ capability to classify
unknown types, the high resilience to noisy information is one of these models’ main advan-
tages [17]. ANN models learn through the comparison of the classification process outcomes with
the actual outputs. The calculated error improves with each backpropagation iteration, and the
weights affect the hidden layer parameters for effective results. The ANN models allow adjustable
hyperparameters during training to change the original design of the numbers and neurons of
hidden layers, affecting the learning model’s efficiency. Numerous methods and approaches are
used to determine these hyperparameters, as covered by the study of Kanwar et al. [18]. Grid
search is one of the approaches used to determine the best combination of ANN hyperparameters.
The best combination was chosen per the least mean squared error (MSE) after testing each
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combination, as illustrated in Section 4.3. Thus, the grid search could be used with the following
parameters.

• Number of Epochs: It is related to iteration, where all the training examples pass one time
forward and one time backward.

• Batch Size: It is related to the number of training examples in one epoch.
• Optimizer: It is related to the algorithm used to update every layer’s weight after every

iteration.
• Kernel Initialization: It is related to the method used to initial random weights of Keras

layers.

ANN models could be implemented by using Python programming language with Keras
Package [19]. Keras is a Python high-level ANN application programming interface for building
fully functional deep learning models. TensorFlow is the most widely adopted usage of Keras as
a low-level application programming interface backend.

3 Related Work

CM is a multidisciplinary problem that integrates different domains, such as psychology,
sociology, theoretical physics, and computer sciences. Thus, this section contains a survey of
existing works related to CM and CC in computer sciences. A review of recent literature on
common CM practices shows that some researchers presented modeling of crowd psychology
behavior [20,21], while others were linked to the behavior prediction based on physics-inspired
models and behavior recognition using various sensors and analysis [22]. Some studies also
highlight different approaches for studying crowd behavior through crowd behavior prediction
models [23,24] using simulation for event planning. The prediction models usually relate to crowd
dynamics and CM patterns, which are the “coordinated movement of a large number of individuals to
which is a semantically relevant meaning can be attributed, depending on the respective application [6],”
such as individual queues and groups at a specific location. One of the popular crowd behavior
models is the social-force model. By contrast, the CROSS model represents crowd behavior
through simulation, focusing on the general rather than specific crowd behaviors, such as fleeing
or violence [5]. The CROSS model has multiple levels: 1) the group level where behavior patterns
emerge, 2) the individual level where the behavior is generated, and 3) the cognitive level where
the behavior is affected [5]. Furthermore, the study by Venuti et al. [25] and Bellomo et al. [26]
provided an extensive survey on crowd simulation and modeling.

Computer vision enhances images and segmentation in many fields, such as diagnostic models
in solving medical problems [27]. Yaseen et al. [28] and Zhan et al. [29] adapted computer-vision
techniques to recognize crowd behaviors by characterizing and automatically detecting anomaly
cases within a crowd. Atallah et al. [30] employed ubiquitously extensive pervasive technologies
on social behavior monitoring, such as smartwatches and phones, by distributing sensing modal-
ities, such as temperature, movement, and spatial proximity, over a wide range; for example,
detecting crowd dynamics, such as social groups, pedestrian bottlenecks, and crowd flow, using
smartphones [31]. Similarly, crowd textures, such as pedestrian clogging and lanes, are detected
using proximity sensors because of the strong spatiotemporal nature [32]. Some studies also used
microphones [31–33] to recognize places and locations and measure the crowd mood [34]. Finally,
accelerometers are utilized to characterize individuals’ queues and activities, such as walking and
running [35]. Such approaches could be related to ambient intelligence, which is the “electronic
systems that are sensitive and responsive to the presence of people [6],” to support and enhance crowd
evacuation monitoring, including situation and social-aware computing devices and sensors.
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Furthermore, some researches focused on managing emergencies and disasters [36]. Therefore,
distinguishing between CM and crowd control is important. Crowd control involves adopting
measures and strategies to manage crowds when getting out of control [6]. By contrast, CM
is related to the correct and balanced allocation of resources concerning the preparations for
avoiding crowd control, monitoring, predicting, and steering crowd behavior [6]. The CM strategy
generally includes the following: 1) capacity planning in the short and long term, 2) understanding
crowd behavior, 3) crowd control, and 4) stakeholder approach [37]. Moreover, the CM inte-
grated approach is a continuous process of planning, organizing, coordinating, implementing, and
monitoring. Some studies focused on specific cases, such as underground stations [38,39], and
controlling air traffic [40,41], investigating how accidents could be avoided during events. These
studies supported event planning and debriefing by adapting technologies to support decision-
making. Moreover, a socio-technical system analyzed the crowd behaviors under normal situations
and emergencies to guide and facilitate management and planning of crowded events [42]. The
socio-technical systems are those “designed and operated with a holistic approach for optimizing
both technical and social factors [6].” These systems are also considered in the organizational
perspectives’ decision-making process through suitable compromises [42]. The decision based on
classification tasks is complicated in cross-cultural events [43].

Crowd individuals and groups are a core element to CM [37]. These elements are strongly
related to the event type, season, frequency, time, location, expected type, and the crowd’s antic-
ipated number. The event type could be religious, educational, political, youth festival, or sport.
The season of the event describes the frequency period during the year for each individual. The
event time frames and locations include temporary/permanent, topography, remote/urban area,
plain/hilly terrain, and close/open space. In addition to unwanted visitors as terrorists, thefts, and
disruption, the crowd types and numbers include gender, age, local or visitors, and motivations,
such as social, religious, political, entertainment, and economic [37]. The crowd classification
tool uses a knowledge-based approach, ontology, and fuzzy rules to classify the crowd according
to sociological theory [44]. Furthermore, crowd video analysis applications classify the crowds,
in which descriptors define crowd properties fed through two-dimensional convolution neural
networks for complex feature generation and classification [45]. Favaretto, Musse, and Costa [8]
built the Big4GD Model to represent the following four dimensions: physical, social, cultural,
personal, and emotional. The dimensions of this model describe grouped pedestrians in crowds’
video sequences. The established Big4GD model creates the CC project (Virtual Humans Simu-
lation Laboratory), which provides an organized and classified CC dataset from crowded scenes,
illustrating various aspects between people from different cultures [46]. The attributes of the
CC dataset were extracted from the videos and analyzed for the individual groups. By contrast,
the proposed model considers the HCD to predict the following four attributes; distance, speed,
collectivity, and cohesion. Another work [47] added a virtual CC environment. Both studies [8,47]
investigated the crowd’s culture according to their behavior and extracted the HCD crowds’ scores
according to the crowd behavior under experiment. Alternatively, the current study considered
HCD to predict physical and social crowd behaviors.

No available crowd behavior prediction tool considers the human frame of reference of crowd
individuals (i.e., religious, social, and cultural) based on the literature review and the researchers’
best knowledge. The inclusion of human factors produces an efficient CM system, especially
if integrated with an intelligent decision support tool. For example, this system can be used
as a precaution phase in the cognitive CM systems to predict crowd movements and behaviors
before arriving at the event location and ensure the precaution decision to avoid overcrowding
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in hospitals. Moreover, this system could generate alternative plans as a backup in case of an
accident or unforeseen circumstances, and the system could adapt according to the tool predic-
tions. Information could be automatically collected by agents of cognitive platforms supported by
sensors and the Internet of Things technologies. The current study targets high-density crowds,
which usually contain grouped individuals of different nationalities and cultures. Thus, a cultural
element is included, and the impact of the cultural frame of reference on crowd behavior pre-
diction is tested. Significantly, the research question aims to discover whether using the c crowd’s
cultural frame of reference would improve their physical and social behaviors’ prediction efficiency.
The HCD model [48] and the CC dataset [46] are respectively employed to represent the crowd’s
cultural frame and crowd characteristics. Thus, CC and HCD datasets are combined in this study,
and training and testing experiments are designed.

Figure 1: Proposed CC learning model

A model, which is represented as the HCD, is proposed to predict the physical (distance and
speed) and social (collectivity and cohesion) characteristics of crowds considering their cultural
frame of reference. Accordingly, the proposed CC learning model comprises physical, social, and
cultural dimensions, as shown in Fig. 1. The concept of cultural dimensions is implemented based
on the seminal work of Hofstede [48], as illustrated in Section 2.1. By contrast, the dimension of
the three Big4GD models [8] is employed to represent crowd behavior characteristics, as illustrated
in Section 2.2. Also, this study focused on grouped individuals of crowds. The cultural dimension
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was successfully mapped to the characteristic parameters for the individuals and groups of crowds.
Similarly, all input features were connected to all-out features to determine the importance of
HCD in predicting the targeted attributes. The training and testing experiments were designed
based on HCD feeding to the CC dataset to study the impact of predicting crowd physical and
social targeted attributes, as explained in the results section.

The ANN is used as a CC learning model for an individual’s emergent behaviors, group
patterns from a dynamic system (called collective intelligence), and time changes for CM to create
a cognitive decision support tool. ANN is applied in the CC learning model because it is useful
for modeling cognitive psychology in perception, learning, knowledge acquisition, and memory
development. As previously mentioned, the proposed learning model is developed as a part of
IDSS. The work in this article is goal-oriented research. This study aims to discover the existing
interrelations between the following three dimensions: 1) frame of reference of culture crowds
(HCD), 2) physical (distance and speed), and 3) social (collectivity and cohesion) characteristics.
The three cognitive processes, namely perception, learning, and knowledge acquisition, are covered
in this study to achieve cognitivism in the model. The perception nodes receive inputs of physical,
social, and cultural characteristics, as illustrated in the methodology section. The learning from the
experiment process is explained in the results section. The knowledge acquisition phase is achieved
using analysis and extraction processes. Such a method focuses on discovering the interrelations
among the HCD of crowds, including distance, speed, collectivity, and cohesion, as illustrated in
the results section.

4 Proposed Methodology

The methodology focuses on extracting the interrelations between the crowd’s six HCDs and
its four targeted physical (distance and speed) and social (collectivity and cohesion) attributes
in predicting crowd behavior. The following sections describe the methodology considering the
dataset, experiments, and design of the CC-ANN learning model and its implementation.

4.1 Dataset
Two datasets, namely the HCD and CC datasets, are integrated into the country to build the

proposed model. The HCD dataset contains the scores (ranging from 0 to 100) of the following
six HCDs: “power distance (PDI), individualism (IDV), masculinity (MAS), uncertainty avoidance
(UAI), long-term orientation (LTO), and indulgence (IVR).” The CC dataset is suitable for the
current study because it has the same interest and vision of a cross-cultural crowd investigation.
Moreover, the CC dataset is suitable considering sample and population sizes with a 99% confi-
dence level and a 0.5 confidence interval [49]. This study comprised an integrated dataset, which
had the following input and targeted attributes.

• Input attributes: Number of frames, Number of people, Direction, Angular variation, Area,
and HCD (PDI, IDV, MAS, UAI, LTO, and IVR).

• Targeted attributes: Distance, Speed, Collectivity, and Cohesion.

The gradual appending of the HCD is used to input features of the CC dataset to design
the current research experiments (as discussed in the following section). The records related to
Portugal and the United Kingdom were eliminated because they were less than three records
and considered outliers. The records of the United Arab Emirates were also eliminated due
to the unavailable scores of LTO and IVR features. Furthermore, the dataset was divided into
two distinct subsets: 70:30 for the training and testing phases, respectively. Finally, a statistical
correlation analysis of the dataset was performed to verify the model statistically. The analysis
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aims to determine whether HCD has statistically significant relations with the targeted attributes
through the designed experiments. If the relation has P-value < 0.05, then the relation is generally
statistically significant [50].

4.2 Experiments
All experiments were designed to predict group distance, speed, collectivity, and cohesion sepa-

rately; thus, these experiments were conducted four times for each targeted attribute. Moreover, the
29 designed experiments were classified into four groups according to appending/removal of the six
HCD to CC dataset features as inputs to the proposed CC-ANN learning model as follows.

• 1st group: “How the performance of ANN will be affected by adding all six HCDs.” Thus,
two experiments were conducted: one experiment contained only crowd features from the
CC dataset, and the other experiment comprised all six HCDs in addition to the CC
dataset.

• 2nd group: “How the ANN’s performance will be affected by adding one of the HCDs.”
This experiment indicates how each targeted attribute was affected by each HCD positively
or negatively. Thus, six experiments, where each one appends only one of the HCD, were
conducted.

• 3rd group: “How the ANN’s performance will be affected by removing one of the HCDs.”
This experiment indicates that model inputs will contain CC dataset features and five
HCDs and determine how each targeted attribute is affected by removing one of the HCDs
positively or negatively. Thus, six experiments, where each contained all HCDs except one,
were conducted.

• 4th group: “How the performance of ANN will be affected by adding two HCDs.” This
experiment determines how each targeted attribute is affected positively or negatively by
each couple (permutation) of HCDs. Thus, 15 experiments, where each appends one
permutation couple, were conducted.

4.3 CC-ANN Learning Model Design
The present study describes the design of the CC-ANN learning model, as presented in Fig. 2.

As mentioned before, the grid search technique is used to determine the best hyperparameter
combination of ANN. Thus, the grid search is used with the following parameters.

• Number of Epochs: The available options at grid search were (50, 100, and 150).
• Batch Size: The available options at grid search were (5, 10, and 20).
• Optimizer: The available options at the grid search were (‘RMSProp’ and Adam).
• Kernel Initialization: The grid search options were (glorot_uniform, normal, and uniform).

The available options at the grid search were selected based on the trial and error approach
during the current phase. The other hyperparameters, such as (weight and bias initialization,
number of hiding layers and neurons, and activation functions), were determined using the trial
and error technique method. All options and hyperparameters are optimized in the next phases of
the current research to obtain effective results. The grid search was performed for each targeted
attribute separately. Tab. 3 presents the best combinations of hyperparameters based on the least
MSE, where the values of these combinations are used in all experiments related to their targeted
attributes.
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Figure 2: CC-ANN learning model design

Table 3: Best combinations of hyperparameters chosen by grid search

Attributes/parameter Distance Speed Collectivity Cohesion

Epochs 100 100 100 150
Batch 20 5 20 10
Optimizer RMSProp Adam Adam RMSProp
Kernel initialization Normal Normal Normal Uniform
Loss (MSE) 0.0487 0.1050 0.0101 0.0138

The neuron number was changed based on the number feature variation as per the appending
of HCD to CC dataset features considering the number of neurons at the input layer. Further-
more, the output layer has only one neuron because the model has only one output, where the
experiments were performed separately for each targeted attribute. The model also has 12 hidden
layers, where each layer has 10 neurons. The ReLU activation function was applied at the first 11
hidden layers. By contrast, the Sigmoid activation function was applied at the last hidden layer.
By contrast, no activation function was used at the output layer because the current study focuses
on the direct prediction of a numerical value. The MSE regression metric was used to calculate
the difference between the actual and predicted values for each instance [51] in evaluating the
CC-ANN learning model. The following subsection describes the proposed model mathematically.
Afterward, the describes the implementation of the proposed design in the next subsection.

4.4 Mathematical Background and Description of the Model
This subsection describes the proposed CC-ANN learning model mathematically. Fig. 3 shows

an abstracted design of the proposed model.
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Figure 3: CC-ANN learning model abstracted design

First, the forward propagation of the proposed model will be explained. The input matrix
includes n elements, while the maximum number of inputs is 11. The number of inputs is not fixed
because it changes according to the experiment group, as previously mentioned in Section 4.2.
The output matrix has only one element, as shown in the following equations:

Input= [i1 i2 . . . in], (1)

Output= [ y1]. (2)

As previously mentioned, the ReLU activation function is used at the first 11 hidden layers.
The following equation describes the ReLU activation function [52]:

ReLU=max(0, x). (3)

Meanwhile, the following equations describe the matrix operation of the first hidden
layer (h1):

[h1in1 h1in2 . . . h1in10]= [i1 i2 . . . in]×

⎡
⎢⎢⎢⎢⎣
wi1j1 wi1j2 . . . wi1j10
wi2j1 wi2j2 . . . wi2j10
...

...
...

...

winj1 winj2 · · · winj10

⎤
⎥⎥⎥⎥⎦+ [bj1 bj2 . . . bj10]. (4)

Thus, the ReLU operation at h1 layer is described as follows:

[h1out1 h1out2 . . . h1out10]= [max (0, h1in1) max(0, h1in2) . . . max(0, h1in10)]. (5)
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Afterward, the following equation describes the matrix operation of the second hidden
layer (h2):

[h2in1 h2in2 . . . h2in10]= [h1out1 h1out2 . . . h1out10]×

⎡
⎢⎢⎢⎢⎣
wj1k1 wj1k2 . . . wj1k10
wj2k1 wj2k2 . . . wj2k10
...

...
...

...

wj10k1 wj10k2 · · · wj10k10

⎤
⎥⎥⎥⎥⎦

+ [bk1 bk2 . . . bk10]. (6)

Then, the ReLU operation at the h2 layer is described as follows:

[h2out1 h2out2 . . . h2out10]= [max (0, h2in1) max(0, h2in2) . . . max(0, h2in10)]. (7)

The rest of the ReLU hidden layers (from h3 to h11) function according to the same
concepts of the operation matrix and ReLU operation of the h2 layer. Conversely, the last hidden
layer works with the Sigmoid activation function. The following equation describes the Sigmoid
activation function [53]:

Sigmoid = 1
(1+ e−x)

. (8)

Meanwhile, the matrix operation of the last hidden layer (h12) is:

[h12in1 h12in2 . . . h12in10]= [h11out1 h11out2 . . . h11out10]×

⎡
⎢⎢⎢⎢⎣
wl1q1 wl1q2 . . . wl1q10
wl2q1 wl2q2 . . . wl2q10
...

...
...

...

wl10q1 wl10q2 · · · wl10k10

⎤
⎥⎥⎥⎥⎦

+ [bq1 bq2 . . . bq10]. (9)

Accordingly, the Sigmoid operation at the h12 layer is described as follows:

[h12out1 h12out2 . . . h12out10]=
[

1(
1+ e−h12in1

) 1
(1+ e−h12in2)

. . .
1

(1+ e−h12in10)

]
. (10)

Second, the backpropagation of the proposed model will be explained. The following equation
describes the change in error considering the weight:

∂error
∂wij

. (11)

Moreover, the following equation describes updating of the weights through the backpropagation:

w′
ij =wij−α

∂error
∂wij

, (12)

where α is the learning rate.
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The derivative of the Sigmoid activation function is generally presented as follows [53]:

∂Sigmoid (x)= Sigmoid (x)× (1−Sigmoid(x). (13)

Thus, the derivative of the Sigmoid layer (h12) is:

∂h12out1
∂h12in1

= ∂Sigmoid (h12in1)
∂h12in1

, (14)

∂h12out1
∂h12in1

= Sigmoid (h12in1)× (1−Sigmoid(h12in1)), (15)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂h12out1
∂h12in1

∂h12out2
∂h12in2

...

∂h12out10
∂h12in10

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

Sigmoid (h12in1)× (1−Sigmoid(h12in1)

Sigmoid (h12in2)× (1−Sigmoid(h12in2)

...

Sigmoid (h12in10)× (1−Sigmoid(h12in10)

⎤
⎥⎥⎥⎥⎥⎥⎦
. (16)

By contrast, the derivative of the ReLU activation function is [52]:

∂ReLU (x)=

⎧⎪⎪⎨
⎪⎪⎩
0 if x< 0

1 if x> 0

undefined if x= 0

. (17)

Thus, the derivative of the ReLU layer (h11) is:

∂h11out1
∂h11in1

= ∂ReLU (h11in1)
∂h11in1

, (18)

∂h11out1
∂h11in1

=

⎧⎪⎪⎨
⎪⎪⎩
0 if h11in1 < 0

1 if h11in1 > 0

undefined if h11in1 = 0

, (19)
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂h11out1
∂h11in1

∂h11out2
∂h11in2

...

∂h11out10
∂h11in10

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎨
⎪⎪⎩
0 if h11in1 < 0

1 if h11in1 > 0

undefined if h11in1 = 0⎧⎪⎪⎨
⎪⎪⎩
0 if h11in2 < 0

1 if h11in2 > 0

undefined if h11in2 = 0

...⎧⎪⎪⎨
⎪⎪⎩
0 if h11in10 < 0

1 if h11in10 > 0

undefined if h11in10 = 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (20)

The rest of the ReLU hidden layers (from h10 to h1) function according to the same
derivative of the ReLU activation function of the h11 layer.

Regarding computational complexity, there is an activation function g (x) for each layer and a
matrix multiplication calculated as mentioned above. The asymptotic runtime of the naive matrix
multiplication is O(n3) [54]. The run time of g(x) function is O(n) because it is an elementwise
function. In general, analyzing feedforward dimensions as a recurrent fully connected network
could be calculated as the following equations [55]:

nmul =
nlayers∑
k=2

(
n3k

)
+ (n) (21)

ng =
nlayers∑
k=1

(nk) (22)

where nk is the neuron number in layer k that including the bias unit, nmul is the number of
the performed multiplications, and ng is related to how many the activation function was applied.
Thus, the time complexity is:

time= nmul+ ng (23)

time=
nlayers∑
k=2

(
n3k

)
+ (n)+

nlayers∑
k=1

(nk) (24)

Similarly, the total runtime with L layers in backpropagation with the delta error is [55]:

O (timeerror)= n4 (25)

Therefore, the time to calculate all weights between n layers is [55]:

O
(
timewieght

)= n4 (26)
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Concerning the computational complexity of the CC-ANN learning model, due to the varia-
tion of the number of input features in each experimental group, the whole work’s computational
complexity is not unified. Therefore, we applied Eqs. (24)–(26) to calculate the layers’ compu-
tational complexity because it is the most complicated and fixed part of the proposed design
between all experiments. Relating to forward propagation, the time complexity of the 12 hidden
layers with 10 neurons per each was calculated as the following:

time=
12∑
k=2

(
103

)
+ (10)+

12∑
k=1

(10)= 12, 240 (27)

Regarding backpropagation, the total runtime is:

O (timeerror)= n4 = 1210 = 6.19174e10 (28)

Therefore, the time to calculate all weights is:

O
(
timewieght

) = n4 = 1210 = 6.19174e10 (29)

On the other hand, Tab. 3 shows the best number of epochs extracted by grid search as 100
and 150 epochs. In contrast, the proposed CC-ANN learning model achieved an acceptable level
of accuracy within 10 to 20 epochs in most cases. Accordingly, the CC-ANN learning model
improves the performance in percentage, as shown in the following Tab. 4.

Table 4: CC-ANN performance improvement (in percentage)

100 Epochs (selected
by grid search) (%)

150 Epochs (selected
by grid search) (%)

10 Epochs (best case) 90 93.33
20 Epochs (worst case) 80 86.67

4.5 Model Implementation
The ANN is implemented using the Python programming language with Keras Package [19].

The establishment and evaluation of the model went through the following steps.

• The constructed model is sequential, where layers are linearly stacked, thereby adding
more than one layer to build the model. The dense layer is used to have fully-connected
layers [56].

• The essential computation included the activation functions (ReLU) and (Sigmoid) plus
Kernel Initializer (normal) and (uniform) initializers.

• The model went through compiling with the loss function and regression metric (MSE)
after its establishment. Moreover, optimizers (Adam) and (RMSProp) are included.

• Finally, the model is fitted with some data for its evaluation by providing the suitable
training/testing split [70:30] splitting percentage. The 10-fold cross-validation is used in such
a phase.



CMC, 2021, vol.69, no.3 3353

5 Results and Discussion

The most significant results of all the executed experiments were based on appending one or
more HCDs to the CC dataset and the dataset’s statistical correlation analysis. The observations
covered the effect of appending and removing HCD on predicting targeted attributes (distance,
speed, collectivity, and cohesion). The best and worst cases for all experiments according to their
MSE are presented in Tab. 5 and Fig. 4. The analysis of results determined that the focus is not
on value addition to all HCDs at once. This study focused on “how targeted attributes are affected
positively/negatively by the HCD,” that is, defining the interrelations between targeted attributes
and each HCD feature.

Table 5: Predicting best and worst cases of targeted attributes

Target feature Best case Worst case

Experiment MSE Experiment MSE

Distance CC + (HCD-MAS) 0.048 CC + (MAS&IVR) 0.054
Speed CC + (HCD-IVR) 0.117 CC + (IDV) 0.250
Collectivity CC + (MAS&LTO) 0.010 CC + (HCD-LTO) 0.011
Cohesion CC + (PDI&IVR) 0.014 Only CC 0.015

Figure 4: Predicting best and worst cases of targeted attributes

By contrast, the difference between MSE values in the best and worst cases is small, with a
minimal range value between the maximum and minimum targeted attributes, as shown in Tab. 6.
CM plans would be influenced by a slight difference regarding large and high-density crowds.
Thus, if the proposed model is applied for a crowd of three million individuals, then the small
difference will significantly impact its regulation plan, as shown in Tab. 7. The conducted statisti-
cal correlation analysis provided that all the designed experiments’ input features were significant
because their P-value < 0.05. Otherwise, not all HCDs were significant in all experiments, while
the significant HCD verified the CC-ANN outcomes, as explained in the section’s remainder.
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Table 6: Ranges of actual values of targeted attributes

Distance range Speed range Collectivity range Cohesion range

1.02 1.87 0.96 0.90

Table 7: Impact of the small difference between best and worst MSEs on a crowd of three million
individuals

Targeted attribute Best MSE
(for 3,000,000 crowd)

Worst MSE
(for 3,000,000 crowd)

MSE difference
(for 3,000,000 crowd)

Distance 143,130 162,396 19,266
Speed 351,564 748,815 397,251
Collectivity 29,532 33,963 4431
Cohesion 41,532 44,604 3072

Notably, predicting the best case for distance was related to the appending of all HCDs,
except the MAS dimension, as shown in Fig. 5. Thus, the distance between the individuals of a
group has a close relationship with the appended HCD. By contrast, the absence of the MAS
cultural dimension afforded the model an improved capability to predict distance value. The MAS
dimension shows a poor correlation between the individuals from masculine/feminine societies
and their distance, as mentioned in Tab. 1. Moreover, the results showed that predicting worst-
case distance was related to appending MAS and IVR dimensions. Thus, the MAS dimension’s
existence negatively affects the model performance because its absence through all HCDs improved
the model’s capability to predict distance values (predicting best case distance). Moreover, the
combination of the MAS dimension with IVR confused the model in predicting distance value.
Concerning MAS and IVR dimensions, a poor correlation is observed between the individuals
from masculine/feminine and indulgence/restraint societies, as mentioned in Tab. 1. Thus, a poor
correlation existed even between such a combination and the distance of individuals. The statis-
tical correlation analysis of the dataset regarding distance indicates that only four experiments
contained HCDs as a statistically significant predictor, as shown in Tab. 8. Three experiments
included the MAS dimension as the only culturally significant predictor. Accordingly, the previ-
ously mentioned findings for best and worst predicting distance cases with the proposed CC-ANN
learning model are verified.

Predicting the best case of speed is related to appending all HCDs, except IVR, as shown
in Fig. 6. Consequently, the walking speed of grouped individuals is different according to their
culture. Conversely, the absence of the IVR dimension improved the capability of the model
to predict speed value. The IVR dimension may be related to poor correlation between the
individuals from Indulgence/Restraint societies and their speed. Notably, in addition to the CC
dataset, predicting the worst case of speed is associated with the IDV dimension, which means
that the existence of such a dimension confuses the model in speed prediction. The IDV dimension
may be due to the poor correlation between the individuals from individualist/collectivist societies
and their speed. In addition, speed is the only targeted attribute with one and more HCDs as
statistically significant predictors in most of the experiments, as shown in Tab. 9. This condition
reflects the correlation of speed prediction to HCD. By contrast, predicting the best cases of speed
did not have any culturally significant predictors.
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Figure 5: Model evaluation (MSE) of predicting distance experiments

Table 8: Statistically significant relations of HCD with targeted attributes of distance

HCD predictors HCD significant HCD predictors HCD significant

HCD–IDV MAS MAS & LTO MAS
HCD–MAS IDV MAS & IVR MAS

Notably, predicting collectivity best case is related to the appending of MAS and LTO dimen-
sions, as observed in Fig. 7. Therefore, the combination provides the model an improved capability
to predict the collectivity of grouped individuals. The definitions of MAS and LTO dimen-
sions indicate their possible association with a strong correlation between the individuals from
masculine/feminine and long-/short-term oriented societies, as mentioned in Tab. 1. Moreover, a
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strong correlation is found between the combinations and the individuals and their collectivity. By
contrast, the prediction of the worst case of collectivity is related to appending all HCDs, except
the LTO dimension. Thus, the absence of LTO negatively affects the model performance because
its combination with the MAS dimension gave the best result in predicting collectivity. The LTO
dimension indicates a strong correlation between the individuals from Long/Short-term oriented
societies and their collectivity.

Figure 6: Model evaluation (MSE) of predicting speed experiments

Table 9: Statistically significant relations of HCD with targeted attributes of speed

HCD
predictors

HCD significant HCD
predictors

HCD significant HCD
predictors

HCD
significant

IDV IDV HCD–UAI PDI, IDV, LTO, IVR IDV&UAI UAI
MAS MAS HCD–LTO PDI, MAS, UAI, IVR IDV&LTO IDV, LTO
UAI UAI PDI&IDV PDI, IDV IDV&IVR IVR
LTO LTO PDI&MAS PDI, MAS MAS&UAI MAS, UAI
IVR IVR PDI&UAI UAI MAS&LTO LTO
HCD–PDI IDV, UAI, LTO, IVR PDI&LTO LTO MAS&IVR MAS, IVR
HCD–IDV PDI, UAI, IVR PDI&IVR IVR UAI&LTO UAI, LTO
HCD–MAS LTO, IVR IDV&MAS IDV, MAS LTO&IVR LTO
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Figure 7: Model evaluation (MSE) of predicting collectivity experiments

The absence of such dimension confused the model in predicting collectivity values despite the
existence of other HCDs. On the contrary, collectivity is the only targeted attribute with no HCD
as a statistically significant predictor in any experiment. This finding shows a strong contribution
to the proposed model in extracting some interrelations that were not discovered statistically.

Fig. 8 shows that predicting the best case of cohesion is related to the appending of PDI
and IVR dimensions. Therefore, the combination provides the model with improved capability to
predict cohesion value. The PDI and IVR dimensions show that this condition may be related
to a strong correlation between the individuals who came from low/high power distance and
indulgence/restraint societies. Moreover, a robust correlation is present between such combination
and the cohesion of individuals. Furthermore, predicting the worst case of cohesion was related
to the absence of all HCDs. This condition indicates a strong relationship between individual
cohesion of crowd and their culture, wherein the lack of culture dimensions confuses the model
in predicting cohesion values. Similarly, the statistical correlation analysis of the dataset regarding
cohesion indicates that only six experiments contained HCD as statistically significant predictors,
as shown in Tab. 10. The six experiments included only one HCD significant predictor (UAI,
LTO, and IVR). Accordingly, verifying our findings, as mentioned before, predicts cohesion best
case with our CC-ANN learning model.
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Figure 8: Model evaluation (MSE) of predicting cohesion experiments

Table 10: HCD statistically significant relations with cohesion targeted attribute

HCD predictors HCD significant HCD predictors HCD significant

HCD-UAI UAI PDI & UAI UAI
LTO LTO PDI & LTO LTO
IVR IVR PDI & IVR IVR

As discussed above, the results ensure that crowd characteristics are positively/negatively
affected by crowds’ individual cultures in various ways and different cultural dimensions. More-
over, in addition to other crowd characteristics, all results in best-case predictions were related
to the existence of one or more HCDs. Adding countries and scenarios to the dataset may
provide an effective vision for defining those relations. By contrast, the CC-ANN learning model
extracted some interrelations that were not discovered statistically, such as the interrelations related
to collectivity’s targeted attribute. Furthermore, the flow rate and capacity calculations, space, and
speed assigned to each crowd individual are different during AI-based CM systems’ regulatory
plans. In addition to other crowd characteristics, such values depend on their culture.
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However, our study had several limitations. The major limitation as per literature is the lack
of CC similar and related works and resources. Thus, we suggest future works to provide more
CC resources such as virtual environments, simulations, and feature extraction tools. Nevertheless,
they are beyond the scope of this study. Moreover, this work could not provide a memory
development cognitive process due to limited hardware capability and capacity. Consequently, we
suggest adding a memory development process and adapting the Internet of Things technologies
as future works to improve cognitive modeling. Finally, due to lack of time, the study could
not optimize the other CC-ANN hyperparameters and could not provide more ANN designs
and types such as Convolutional Neural Network (CNN) and deep learning. Accordingly, as
future works, we suggest developing more ANN types and designs besides applying optimization
of the other CC-ANN hyperparameters, which will reflect the proposed learning model’s better
performance.

These results warrant further investigation with experts from other disciplines, such as psy-
chologists and sociologists, to conduct investigations on related crowd characteristics and psy-
chological factors to have a clear vision of the mentioned results and an accurate definition of
the discovered relations. Furthermore, further studies with additional experiments are required
to analyze the effect of increasing/decreasing HCD scores in predicting targeted attributes and
investigating the CC-ANN learning model with different CC types. Thus, additional cultural
factors and countries must be studied along with various crowd events, types, densities, and
scenarios to extend the research for big data. Finally, future investigations might be possible to
examine the reflection of these results on real crowds with real-time monitoring.

6 Conclusion

The complexity level of crowds increases within cross-cultural events because each mass and
event have different characteristics and challenges in different environments. Predicting crowd
behavior by considering the cultural frame of reference of individuals is a challenging and
unexplored problem. Therefore, the present study developed the CC-ANN learning model that
employed the six HCD to predict physical (distance and speed) and social (collectivity and
cohesion) crowd characteristics. Up to our knowledge, this work is a pioneering study of crowd
behavior considering individuals’ cultural backgrounds for the first time. Moreover, the proposed
learning model developed based on ANN toward cognitivism covering three cognitive processes,
perception, learning, and knowledge acquisition. Furthermore, the comparative analytical tech-
nique applied to the CC-ANN’s model outcomes to extract interrelations between the crowd’s
HCD and physical and social characteristics. Additionally, to extract the most influential HCD
(positively or negatively) in predicting crowd behavior. Consequently, our understanding of crowds’
micro-level enhanced with increasing individuals’ satisfaction level. The proposed CC-ANN learn-
ing model successfully predicts individuals’ behavior within a group using four characteristics
considering individuals’ six HCD. It shows a low error of 0.048, 0.117, 0.010, and 0.014 Mean
Squared Error in all prediction best cases. Moreover, it improves Crowd Management systems’ per-
formance within cross-cultural events. In most cases, the achieved accepted level of accuracy does
not exceed 10 to 20 epochs. Furthermore, the CC-ANN learning model improves the performance
by 90% and 93%, respectively, in some cases.

The major limitation as per literature is the lack of CC similar and related works and
resources. Additionally, due to limited hardware capability and capacity, we could not provide a
memory development cognitive process we could not provide a memory development cognitive
process due to limited hardware capability and capacity. Moreover, the present work could not
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optimize the other CC-ANN hyperparameters and could not provide more ANN designs and
types due to lack of time. Further studies need to add a memory development process and
adapting the Internet of Things, the IoT technologies to improve cognitive modeling. As well, we
suggest applying optimization of the other CC-ANN hyperparameters in addition to developing
more ANN designs and types. Psychologists and sociologists will be included in future work to
obtain a comprehensive insight into the result and relations. Such a suggestion would require
additional experiments to analyze the effect of increasing/decreasing HCD scores in predicting
targeted attributes and different CC types. Moreover, big data and additional cultural factors and
countries may improve the model using various crowd events, types, densities, and scenarios.
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