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Abstract: Several autoimmune ailments and inflammation-related diseases
emphasize the need for peptide-based therapeutics for their treatment and
established substantial consideration. Though, the wet-lab experiments for the
investigation of anti-inflammatory proteins/peptides (“AIP”) are usually very
costly and remain time-consuming. Therefore, before wet-lab investigations,
it is essential to develop in-silico identification models to classify prospective
anti-inflammatory candidates for the facilitation of the drug development
process. Several anti-inflammatory prediction tools have been proposed in
the recent past, yet, there is a space to induce enhancement in prediction
performance in terms of precision and efficiency. An exceedingly accurate anti-
inflammatory prediction model is proposed, named AntiFlamPred (“Anti-
inflammatory Peptide Predictor”), by incorporation of encoded features and
probing machine learning algorithms including deep learning. The proposed
model performs best in conjunction with deep learning. Rigorous testing and
validation were applied including cross-validation, self-consistency, jackknife,
and independent set testing. The proposed model yielded 0.919 value for area
under the curve (AUC) and revealed Mathew’s correlation coefficient (MCC)
equivalent to 0.735 demonstrating its effectiveness and stability. Subsequently,
the proposed model was also extensively probed in comparison with other
existing models. The performance of the proposed model also out-performs
other existing models. These outcomes establish that the proposed model is
a robust predictor for identifying AIPs and may subsidize well in the exten-
sive lab-based examinations. Subsequently, it has the potential to assiduously
support medical and bioinformatics research.
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1 Introduction

Inflammation occurs as a reaction caused by several diverse reasons, one such reason is the
irregular response of the body’s immune system to some kind of physical injury or damage [1–4].
Under normal conditions, it is self-controlled while in some disorders the inflammatory process
becomes pathological, subsequently causing chronic autoimmune and inflammatory disorders,
i.e., multiple sclerosis, rheumatoid, arthritis, cancer, psoriasis, diabetes, and neurodegenerative
disease. Immune homeostatic maintenance and preventing the onset of increased inflammation
and autoimmunity essentially requires the initiation of immune forbearance [5–8]. Non-specific
immune-suppressants and anti-inflammatory medications are recently in practice for the treatment
of autoimmunity and inflammation syndromes. Such treatments are usually ineffective against
inflammatory syndromes, however, these may cause further infectious diseases [8].

Various mechanisms are employed and considered necessary to conserve the state of forbear-
ance against inflammation [9,10]. Recurrent endogenic peptide identification as anti-inflammatory
agents through inflammatory reactions can be utilized for inflammatory and autoimmune ther-
apies [11,12]. Immunotherapeutic capability makes AIPs clinically applicable especially due to
their specificity to generate regulatory T-cells and reticence against antigen explicit to Th-1 driven
reactions [13].

AIPs are currently used to treat various inflammatory diseases [14,15]. Compared to protein-
based conventional biopharmaceutical drugs, the complexity of production and cost is lower [16]
as well as high specificity and low toxicity make them potential therapeutic agents [17,18]. Besides
natural, synthetic peptides also have the potential to constrain the signal transduction-pathways
(“STD”) for the manifestation of inflammatory cytokines [19]. For example, chronic nasal treat-
ment of amyloid-beta (“A-beta”) peptide in mice, a pathological marker of Alzheimer’s disease,
results in reduced A-beta plaque load besides anti-inflammatory cytokines [20–23]. Vasoactive
intestinal peptide (“VIP”), a neuropeptide, is useful for decreasing inflammation components
of rheumatoid arthritis by mutating the immune response experimentally [24]. In recent years,
numerous active peptides have been identified by experimental methods. However, experimental
analysis-based identification and empirical development of new peptide-based drugs are particu-
larly expensive, time-taking, and laborious. Overall, the availability of experimental data makes
it possible to evaluate the relationships among the amino acid sequences and their properties
and computationally predict prospective candidates before synthesis. Up till now, three methods
have been suggested for computational prediction of potential AIPs [25] specifically and an effort
has been made to propose a generic predictor for the prediction of several therapeutic peptides
including anti-angiogenic peptides (“AAP”), anti-bacterial peptides (“ABP”), anticancer peptides
(“ACP”), AIP, anti-viral peptides (“AVP”), cell-penetrating peptides (“CPP”), quorum-sensing
peptides (“QSP”) and surface binding peptides (“SBP”), respectively.

Gupta et al 2017 developed an anti-inflammatory predictor using a support vector machine
(“SVM”) classifier and hybrid peptide features, performance analysis revealed an area under the
curve (AUC) value of 78.1 and Matthews correlation coefficient (MCC) equal to 0.58 using
tripeptide hybrid features. AIPpred, an AIP predictor, proposed by Manavalan et al. utilizing
random forest (RF) classifier and sequence encoding features exhibited prediction performance
having AUC= 0.814 while MCC was 0.479. PreAIP [25] was developed by Khatun et al. through
a random forest classifier incorporating manifold features like primary sequence and structural
information. The performance evaluation showed an AUC value of 0.840 and MCC of 0.512 on
the test dataset. Wei et al. used hybrid sequence-based features which were further optimized to
select widely discriminative features and trained 8 random-forest models to predict 8 functionally
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different peptides yielding an AUC value of 0.75. Subsequently, the performance concerning
the accuracy of the above discussed existing AIP predictors is insufficient and demands further
improvements for precise AIPs prediction. In the pursuance of this purpose, an improved AIP
predictor has been proposed termed as AntiFlamPred (“Anti-inflammatory Peptide Predictor”).

The next segment of this article is articulated as: Section 2 has been designated for the
materials and methodology. Prediction algorithms and the proposed approach used in this study
for experiments have been described in section 3. Section 4 is dedicated to details about experi-
ments and result-acquisition methods, and section 5 represents the obtained results and provides
a detailed discussion on them. Finally, section 6 narrates the conclusion.

2 Material and Methodology

In the proposed methodology to build a prediction model, “Chou’s 5-steps rule” [26] has been
followed, and the flow process is depicted in Fig. 1, quite similar to the methodology adopted in
some latest research papers [27] to predict proteomic attributes. The stepwise methodology involves
(i) collection of benchmark dataset (to be used in testing and training of prediction model);
(ii) formulation of sequence samples; (iii) training of prediction algorithm; (iv) Validation and
Testing; and (v) easily manageable webserver. The studies involved in the development of sequence
analysis or prediction method by adopting Chou’s 5-step rules have the subsequent noticeable
advantages [28–32]: (1) clearer logic development, (2) fully operational transparency, (3) easy
for other investigators to replicate experiments to obtained reported findings, (4) with a strong
potential to stimulate other sequence analysis methods, and (5) quite convenient experimental
usage by the scientists. The implementation of these steps is specified hereunder.

Figure 1: Flow process of the proposed methodology

2.1 Benchmark Dataset Collection
To construct the AntiFlamPred, the dataset has been collected from newly published research

papers of Manavalan et al., Khatun et al., Wei et al., and immune epitope database and analysis
resource (IEDB) [33]. A peptide is anti-inflammatory if it induces any one of the cytokines
in T Cell assays of mouse and human such as interferon-alpha/beta (IFN-a/b), transforming
growth factor-beta (TGFb), interleukin-4 (IL-4), interleukin-10 (IL-10), interleukin-13 (IL-13) and
interleukin-22 (IL-22) were considered positive AIPs (“pAIPs”).

Similarly, peptides examined inflammatory, proinflammatory, or found adverse for antiinflam-
mation were rated negatively (“nAIPs”). The dataset obtained from IEDB and other published
papers contain 2549 positive and 4516 negative samples. To remove redundancy from a dataset,
CD-HIT [34] was applied at a 0.6 sequence identity threshold. Stricter criterion at 0.3 or 0.4
thresholds could lead to more credible performance as practiced in [3,15,25], but data limita-
tion restricts the usage of such criteria. As a preprocessing step to enhance the pAIPs and
nAIPs dataset non-amino acid letters (‘B’, ‘J’, ‘O’, ‘U’, ‘X’, and ‘Z’) were cleaned. Finally, after
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preprocessing and applying CD-HIT we have obtained a dataset consisting of 1911 pAIPs and
4240 nAIPs. Eq. (1) represents the general formulation of an arbitrary peptide sample [35–38].

S=α1,α2,α3 . . .αn (1)

where α denotes a residue and 1, 2, 3. . .n in subscript represents its sequential order in a peptide
sequence S. Further, the benchmark dataset used in this study is described in formally as:

DS=DS+ ∪DS− (2)

where DS denotes complete dataset, DS+representing the positive samples, DS−represents the
negative sample set, and ∪ representing the union of both.

A relatively smaller or medium benchmark dataset is usually distributed into two subsets;
training set and testing set in conventional prediction models [39,40]. The prediction model can
be tested using validation techniques like jackknife or k-fold subsampling, where the outcome
is assessed with different groupings of independent datasets. Thus, successively, the benchmark
dataset division into subsets is not required [41].

2.2 Feature Encoding
Biological sequences emerged day by day and gained importance due to their therapeutic

activity. The use of graphical methodologies for the study of medical and biological structures
can offer instinctive insight and useful information for analyzing the complex relationships within
them, as shown by the eight masterpieces of the founding article of the Chairman of the Nobel
Prize Committee Sture Forsen (see, e.g., [42]) and numerous follow-up articles (see, e.g., [43] and
a long list of articles cited in a full review [44]). Further, computational prediction of such
biological sequences is the need of the day to support in medicine and challenging task to convert
these sequences into discrete or vector models yet maintaining the sequence order information.
All this is due to the requirement of all highly performed machine learning algorithms [45,46].
However, during the conversion from sequential to discrete representation of a protein, there is a
chance to lose the necessary information a pattern of sequence might have while using a discrete
model. To retain this important information, PseAAC or “pseudo amino acid composition”, a
fixed-size transformation was proposed by Chou [47] and is widely in practice in Bioinformatics
nowadays [48–51]. As it became more and more widely used, four powerful open source software
called “PseAAC”, “PseAAC-Builder” [52], “propy” [53] and “PseAAC-General” [54] were estab-
lished: The first three are supposed to generate different modes of Chou’s special PseAAC; while
the fourth for the general Chou PseAAC, which not only contains all distinct types of proteins
encodings but also superordinate feature encodings, like the “functional domains” mode (see Eqs.
(9)–(10) of [26]), the mode “Genetic Ontology” (see Eqs. (11)–(12) of [26]) and the mode “PSSM”
or “Sequential Evolution” (see Eqs. (13)–(14) of [26]). Stimulated by the successful PseAAC usage,
PseKNC (pseudo-K-tuple nucleotide composition) was established to encode several features for
the sequences of DNA/RNA and proved very successful. Specifically, a powerful and generic
webserver was developed in 2015, capable to generate several types of feature encodings for the
sequences of protein/peptide as well as for DNA/RNA, names as “Pse-in-One” and one of its
modernized version “Pse-in-One2.0”. The discrete fixed-size representation of an arbitrary length
protein/peptide sequence based on the composition of amino acids can be expressed as:

P= [
Φ1,Φ2,Φ3, . . . ,Φμ, . . .Φω

]T (3)
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where P is the transformed fixed-sized form of S (Eq. 1), T is a required transpose operator
applied on α of Eq. (1) to obtain discrete component coefficients Φi [55] and i = 1, 2, 3, . . . ,ω
represents the length of the sequence S. These components are further utilized to extract features.
From this discrete representation a 2-dimensional (“2D”) matrix P‘ with k*k dimensions is formed
to accommodate all amino-acid residue in a peptide P can be represented as:

P‘=

⎛
⎜⎝
a11 . . . a1k
...

. . .
...

ak1 · · · akk

⎞
⎟⎠ (4)

where each component P‘ is a residue of the sequence S, and where k = √
n. The detailed

derivation of this matrix is described in [35,36].

2.3 Determination of PRIM and RPRIM
The principal sequence is the key to assessing unknown peptide properties. The model’s key

mathematical criterion is based on position relative information of residues in a peptide of the
benchmark dataset. A matrix of 20 × 20, in size, was formed to quantify the corresponding
location of residues for innate sequences, called position relative incidence matrix (“PRIM”).
The reverse position relative incidence matrix (“RPRIM”) has the same specification as PRIM,
just calculated on a reversed variant of a sequence, called here as RPRIM. The PRIM metric
determination was done as:

MPRIM =

⎡
⎢⎢⎢⎢⎢⎣

S1→1 S1→2··· S1→j··· S1→20
S2→1 S2→2··· S2→j··· S2→20

S
...
i→1 S

...
i→2 S

...
i→j S

...
i→20

S
...
N→1 S

...
N→2 S

...
N→j S

...
N→20

⎤
⎥⎥⎥⎥⎥⎦

(5)

where every component of the matrix describes the sum of the corresponding location of the jth
residue relative to the ith. Likewise, reversed sequences were used to determine RPRIM as:

MRPRIM =

⎡
⎢⎢⎢⎢⎢⎣

S1→1 S1→2··· S1→j··· S1→20
S2→1 S2→2··· S2→j··· S2→20

S
...
i→1 S

...
i→2 S

...
i→j S

...
i→20

S
...
N→1 S

...
N→2 S

...
N→j S

...
N→20

⎤
⎥⎥⎥⎥⎥⎦

(6)

The size of both matrices represented by Eqs. (5) and (6) is 20 × 20, resulting in 400 elements
each.

2.4 Frequency Vector (FV) Encoding
The frequency vector depicts the frequency distribution; how many times an amino acid

occurs in a peptide sequence, and can be expressed as:

fv= {v1, v2, v3, · · · , v20} (7)
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where vi is frequency occurrence of ith residue in a peptide sequence, purposely determined to
retrieve important compositional information from the sequence. The feature vector fv is of 20
dimensions.

2.5 Determination of AAPIV and RAAPIV
Compositional information can be assessed using frequency vector, but it is unable to provide

position relative information of a residue. To extract position relative information, an accumulative
absolute position incidence matrix (“AAPIV”) of 20 components in length is determined. AAPIV
contains information regarding the sum of all ordered values of each amino acid in a sequence
corresponding to their location. In the same way as of the PRIM and RPRIM, the computational
mechanism of AAPIV is based on an originally ordered sequence, but a reversed version of
sequence is used to compute reverse accumulative absolute position incidence matrix (“RAAPIV”).
AAPIV is computed as:

kAAPIV = {μ1,μ2, · · · ,μ20} (8)

where μi for an ith component of kAAPIV is determined by μi =
∑n

i=1 Pk described in [41,54].

RAAPIV is also assessed similarly as AAPIV but just reversed sequences are used. Both the
AAPIV and RAAPIV are feature vectors of 20 dimensions in length.

3 Prediction Algorithm (Proposed Approach)

The next phase in the development of a prediction model is to incorporate a prediction
algorithm. Numerous investigations in the field of bioinformatics and pattern recognition have
employed ensemble approaches like bootstrap aggregation (bagging) and boosting [55] for the
solution of classification or regression problems. Amongst these approaches tree-based ensemble
methods like, decision tree, extra-trees classifier, and random forest have shown excellent perfor-
mance [56,57]. Random forests (“RF”) utilized a mechanism of randomization for the creation of
a group of separate trees being used as individual classifiers. Bagging is another approach utilized
in the random forest to train each tree with a different copy of the training samples (subsampling)
also knows as bootstrap. The bootstrap is a randomization approach for subsampling of training
data with replacement policy and random feature selection approach to train each tree node with
different subspace [58] and outperforms comparatively to several other competitive classifiers, like
SVM, linear discriminant analysis (“LDA”), logistic regression (“LR”), etc.

In this study, a deep neural network (“DNN”) has been utilized for the development of a
prediction model. Amongst several deep learning algorithms, we consider the convolutional neural
network (“CNN”) for its capability to further recognize numerous obscure patterns that may
remain hidden otherwise [59]. In the proposed model, DNN uses a convolutional layer to generate
and batch-normalization layer to normalize the output feature map respectively, to generalize the
patterns, and finally uses fully connected (Dense) layers to characterize a potentially very complex
order in which these patterns may appear [60]. Fig. 2 represents the complete workflow of the
proposed model and an outline of the DNN architecture is shown in Fig. 3.

As described in the “Materials and Methods” section, AAPIV, RAAPIV, FV, P’, PRIM, and
RPRIM feature vectors were created using the benchmark dataset. The benchmark dataset is
used in this study contains both positive and negative peptide sequences. Finalized Feature Input
Vector (“FIV”) was formed using these assessed feature vectors which were 880 in total. The FIV
represents all the features, and each row of the FIV corresponds to each sample of the dataset.
Similarly, the Expected Output Vector (“EOV”) was formed by each example resource according
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to their class. This FIV is further divided into training and independent test set and used to train,
evaluate, and test the several machine learning algorithms and obtained significant with DNN.
According to Fig. 3, these encoded features are fed to the convolutional layer followed by batch-
normalization to normalize the output feature map of the convolutional layer batch-wise and a
flatten layer to convert these outputs in-accordance with the compatibility of the fully connected
layer for final recognition.

Figure 2: Block diagram of the proposed prediction model

Figure 3: Architectural framework of the proposed model

4 Experiments and Results

The assessment of algorithms was carried out using 10-fold cross-validation. The area under
the receiver operating characteristic curve (AUC) and accuracies for each model was calculated
on each fold and combined to evaluate the models. The most prospective algorithm was selected
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that performs best for AUC and accuracy, i.e., DNN, and chooses to develop the finalized model
due to its excellent performance on the given feature set.

One of the most important processes in the development of a new classification model is to
empirically assess its expected success rate [55]. To address this, we need to consider two matters.
(1) What performance metrics should be utilized to quantitatively represents the quality of the
predictor? (2) What type of test approaches should be applied to obtain scoring metrics?

4.1 Metrics Formulation
The following metrics are generally used to measure the prediction quality from four different

angles: (1) Measure of predictor’s overall accuracy (ACC), (2) the capacity of correctly predict
a positive class (true positive rate) is known as Specificity (SPEC), (3) the capacity of correctly
predict a negative class (true negative rate) is known as Sensitivity (SENS), (4) stability and quality
of classification (MCC) [45,60]. These metrics were generally used to measure the quality of a
classification model and can be expressed as:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Acc= (TP+TN)

(TP+TN +FP+FN)

Sens= TP
(TP+FN)

Spec= TN
(TN+FP)

MCC = (TP ∗TN)− (FP ∗FN)√
(TP+FP) (TP+FN) (TN+FP) (TN+FN)

(9)

4.2 Cross-validation Testing
Three cross-validation tests are usually used for the performance evaluation of the classifi-

cation model. The main three techniques are the “leave-one-out” / “jackknife” test, “k-fold test”
also known as sub-sampling, and independent test [45]. In this study, we used all these three tests
for the performance evaluation of the proposed classifier.

5 Results and Discussions

To build, train and evaluate the classification model, we use python language and experiments
were carried out using the Tensorflow python package based on Keras framework for DNN
and PyCaret package for other machine learning models used for comparison purpose in this
study. PyCaret is a python package that wrapped up several frameworks, such as scikit-learn,
and machine learning models like XGBoost (“XGB”), Gradient Boosting Machine (“GBM”),
LightGBM (“LGBM”), AdaBoost (“ADA”), Decision Tree (“DT”), RF, etc. It is a low-code and
easy-to-use library that provides the simplest way to compare several models with k-fold cross-
validation. For experimentation, to train and test the model, out of the total dataset, 4305 (1329
pAIPs and 2976 nAIPs) samples were selected for the training and validation of the model and
the rest 1846 (582 pAIPs and 1264 nAIPs) samples were selected as independent test-set.

The performance of any machine learning algorithm significantly depends on the parameters
used while developing a model. For this purpose, we have utilized a grid-search module of Scikit-
learn by providing the range of several parameters to obtain the parameters that may best fit
in DNN to get significant results [45]. The parameters that were acquired and being used in
this study are described as follows: the convolutional layer was being utilized with three main
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influential parameters (filters:32, kernel size (convolutional window): 3, and activation function:
relu). The batch-normalization and flatten layers were used with default parameters. In the pro-
posed model, next to the convolutional process, we have utilized two fully connected/dense layers
(hidden and output) to achieve the expected outputs. In the hidden layer, 256 neurons were used
with ‘relu’ activation function and in the final output layer, only one neuron was used with a
sigmoid activation function to acquire the output within the range of 0’s and 1’s only. For model
generalization and overfitting prevention, a dropout layer was being adopted with a 0.2 neuron
dropout rate in between the hidden and output layer.

Fairly, as compared to existing AIP prediction models, our proposed classification model
outperforms and has achieved 0.919 AUC and 0.735 MCC using FIV and DNN based classifiers.
Initially, the results of the self-consistency test are represented in Fig. 4 in the form of a confusion
matrix and performance metrics in Tab. 1. In the self-consistency test, the model is trained and
tested on the same benchmark dataset [35].

Figure 4: Self-consistency testing results of the proposed model

Table 1: Performance metric of Self-consistency test

Method ACC Spec Sens MCC

Proposed 1.0 1.0 1.0 1.0

The performance of the current prediction model using a 10-fold cross-validation test on
the benchmark dataset is depicted in Fig. 5 and the performance metric is listed in Tab. 2.
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Additionally, the jackknife test was also conducted using the DNN classifier to evaluate model
performance. Jackknife is an extensive test generally used to test the accuracy and stability of the
classification model where the acquisition of a new experimentally validated dataset might not be
possible or dataset is accessible however inadequate to conceive results. The jackknife testing is
also known as “leave-one-out” cross-validation testing, in which one protein/peptide sequence is
kept out for a test and the model is trained on the rest whole dataset, in this way each sequence
is being tested. The jackknife test results are shown in Tab. 3.

Figure 5: ROC-Curve of 10-Fold CV using DNN Classifier

Table 2: Performance metric of 10_Fold CV using DNN Classifier

Method ACC Spec Sens MCC AUC

Proposed 0.867 0.878 0.857 0.735 0.919

Table 3: Results of Jackknife testing

Method ACC Spec Sens MCC AUC

Proposed 0.867 0.879 0.857 0.729 0.910

In this study, we have compared the classification performance of seven well-known classifiers,
i.e., ADA, DT, XGB, GB, RF, bagging (BAG), and DNN from deep learning algorithms. Where
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DNN performed quite the best among the rest. The performance metric of these classifiers is
listed in Tab. 4 as well as the roc-curve for each classifier is shown in Fig. 6 as a comparison.
These results demonstrate that the proposed DNN algorithm performs best among the other tried
machine learning models with a 0.914 AUC and 0.706 MCC.

The performance comparison with the existing prediction models for anti-inflammatory pep-
tides has been carried out using the available web-servers of three state-of-the-art computational
models to obtain and compare the results with the proposed model. This comparison was carried
out using an independent test-set to compare the performance of the proposed model with existing
state-of-the are models; AIPpred [3], PEPred-suite [10], and PreAIP [25].

Table 4: Performance comparison of DNN with other ML models

Sr. No Models ACC Spec Sens MCC AUC

1 ADA 0.688679 0.681452 0.695552 0.376989 0.754986
2 BAG 0.799921 0.771774 0.826687 0.599742 0.883507
3 DT 0.721305 0.698387 0.743098 0.442035 0.806538
4 GB 0.794418 0.725806 0.859663 0.591854 0.872195
5 XGB 0.78695 0.747581 0.824387 0.574179 0.86907
6 RF 0.791667 0.773387 0.809049 0.58299 0.873001
7 Proposed 0.853184 0.854402 0.851852 0.705957 0.914428

Figure 6: ROC-Curve for comparison of DNN with other ML Models

The AIPpred was developed with RF classifier by exploring protein/peptide sequence-based
features, such as amino acid composition (AAC), dipeptide composition (DC), composition
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transition and distribution (CTD), amino acid index (AAI), and physiochemical properties (PCP),
but finally built with DC. The PreAIP model was built by combining k-spaced amino acid pairs
(KSAAP), AAI, and (KSAAP) acquired from (position-specific-scoring-matrix) pKSAAP using a
random forest (RF) classifier. In the PEPred-suite, several physio-chemical and compositions-based
discrete representations of peptide sequences were used along with RF to develop their prediction
model. Zhang et al. [10] developed this model to predict a total of eight types of different peptide
sequences including the AIP.

The results of an independent test of our proposed model and existing state-of-the-art pre-
dictors are listed in Tab. 5 and their AUCs are represented in Fig. 7 as a comparison. Results
demonstrated that our proposed model outperforms the existing classifier with an extensive dif-
ference. Openly accessible webservers of existing predictors were used to acquire the results with
the same independent test set as discussed earlier. On the independent test set, AIPpred predictor
achieved 0.664 value of AUC, PEPred-Suite achieved 0.799 AUC, and the value of AUC of
PreAIP was 0.695, while a much higher area under the curve has been achieved with 0.907 AUC
value and 0.681 MCC showing the outstanding performance and stability of the proposed model.

Table 5: Performance comparison of the proposed model with existing AIP prediction models

Model ACC Spec Sens MCC AUC

AIPpred 0.609967 0.613924 0.601375 0.20092 0.663525
PreAIP 0.640303 0.654272 0.609966 0.248054 0.694828
PEPred-Suite 0.720126 0.757669 0.680645 0.439884 0.799095
Proposed 0.840212 0.853086 0.828442 0.680856 0.907049

There are few more things for further comparison among proposed and existing models with-
respect to approach and methodology: AIPpred uses simple composition features such as AAC
and DC, while such type of composition based features may lose the information obscured in
the ordered sequence, while the moment based features used in the proposed model are capable
to extract out such type of recurrent patterns. While PreAIP also has some limitations, like they
only utilize the sequence of max length 25, even adjust a sequence with “-” if the length of the
sequence is less than 25 to adjust its length equal to 25 residues [25], which may also cause the
ordered information loss, secondly, PreAIP is also time extensive as it takes approximately up to
3 min for the prediction of a single peptide/protein.

Furthermore, the existing predictors were only cross-validated with 5-fold or 10-fold cross-
validation techniques. Among them, no one uses the jackknife test, while we perform both
the 10-fold cross-validation test as well as the extensive jackknife test to precisely estimate the
performance of the model. Moreover, the proposed model using DNN classifier with the encoded
features fairly outperforms comparative to the existing proposed model and demonstrating that
the employed feature encoding technique is fairly capable to extract out the necessary and obscure
information from the given anti-inflammatory peptide sequences which was otherwise not pos-
sible. Likewise, as shown in a series of profound publications in demonstrating new findings
or approaches, user-friendly and publicly accessible web-servers will significantly enhance their
impacts, driving medicinal chemistry into an unprecedented revolution, we shall make efforts in
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our future work to provide a web-server to display the findings that can be manipulated by users
according to their need.

Figure 7: ROC-Curve for the independent test to compare proposed and existing AIP prediction
models

6 Conclusion

Conjointly utilizing the FIV and deep learning, a reliable, effective, and efficient classification
model has been designed to predict the AIPs. The proposed classification model outperforms the
present AIP prediction models. Comparative to these models, the proposed classification model
has attained the largest AUC of 0.919 and MCC of 0.735 using 10-Fold cross-validation test
on the benchmark dataset and achieve 0.907 AUC and 0.681 MCC on the independent test set,
which proved it as a cost-effective and powerful classification model. Therefore, it may provide
comprehensive support for AIPs classification at a large-scale, facilitate and assist in designing
extensive hypothesis-based examinations or experiments.
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