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Abstract: Recently, researchers have shown increasing interest in combining
more than one programming model into systems running on high perfor-
mance computing systems (HPCs) to achieve exascale by applying parallelism
at multiple levels. Combining different programming paradigms, such as
Message Passing Interface (MPI), Open Multiple Processing (OpenMP), and
Open Accelerators (OpenACC), can increase computation speed and improve
performance. During the integration of multiple models, the probability of
runtime errors increases, making their detection difficult, especially in the
absence of testing techniques that can detect these errors. Numerous studies
have been conducted to identify these errors, but no technique exists for
detecting errors in three-level programming models. Despite the increasing
research that integrates the three programming models, MPI, OpenMP, and
OpenACC, a testing technology to detect runtime errors, such as deadlocks
and race conditions, which can arise from this integration has not been
developed. Therefore, this paper begins with a definition and explanation of
runtime errors that result from integrating the three programming models that
compilers cannot detect. For the first time, this paper presents a classification
of operational errors that can result from the integration of the three models.
This paper also proposes a parallel hybrid testing technique for detecting
runtime errors in systems built in the C++ programming language that
uses the triple programming models MPI, OpenMP, and OpenACC. This
hybrid technology combines static technology and dynamic technology, given
that some errors can be detected using static techniques, whereas others
can be detected using dynamic technology. The hybrid technique can detect
more errors because it combines two distinct technologies. The proposed
static technology detects a wide range of error types in less time, whereas a
portion of the potential errors that may or may not occur depending on the
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operating environment are left to the dynamic technology, which completes
the validation.

Keywords: Software testing; hybrid testing technique; OpenACC; OpenMP;
MPI; tri-programming model; exascale computing

1 Introduction

The development of parallel systems is a significant area of study in the modern era, given that
this approach is becoming increasingly key to exascale computing. Parallel applications of high-
performance computing allow work to be divided among several nodes, central processing unit (CPU)
cores, and graphics processing units (GPUs) to decrease the computation time needed to accomplish
the program’s tasks. The concern is that standard programming languages cannot handle parallelism
effectively; hence alternative programming models have been employed to provide parallelism to
systems. Programming models can be integrated into standard programming languages such as C,
C++, Python, Java, and Fortran, making them capable of executing parallel tasks.

Currently, several programming models are available, each of which has different characteristics.
Multiple models can be combined to obtain the different features of each model. Several programming
models are commonly used in heterogeneous systems, such as: Open Accelerators (OpenACC) [1],
Open Multi-Processing (OpenMP) [2], Compute Unified Device Architecture (NVIDIA CUDA) [3],
and Open Computing Language (OpenCL) [4]. The utilization of multi-core processors and shared
memory in some models, such as OpenMP, can allow programs to run faster because they can split
the work into multiple threads and apply parallelism. Other models support parallelism in GPU
accelerators, including OpenCL, OpenACC, and CUDA; these approaches use heterogeneous nodes to
achieve high performance and exascale computing. As a result, the efficient use of computer resources
and the effective use of inter-node and intra-node parallelism increase functional and energy efficiency,
posing a major obstacle to the development of future exascale systems.

This paper focuses on detecting errors in systems that use tri-programming models to increase
parallelism in high-performance computing software, including exascale systems. One possible com-
bination is Message Passing Interface (MPI) + OpenMP + OpenACC, which has been implemented in
several studies [5–7]. To the best of our knowledge, no testing tool or technique has been developed to
discover errors that may arise because of this integration. This study aims to propose a parallel hybrid
testing technique for detecting runtime errors in systems built in the C++ programming language
that uses a triple programming model that combines MPI, OpenMP, and OpenACC. In addition, we
present a classification of errors that appear as a result of the integration of these three models. This
is the first time that this category has been provided. This classification is supported by numerous
examples that have been fully tested and discussed.

The remainder of this paper is organized as follows: Section 2 provides a brief overview of the
software models that were employed in this research. Section 3 discusses related work. Section 4
identifies some runtime errors in the MPI, OpenMP, and OpenACC programming models. Section 5
presents some errors that resulted from integrating the three programming models. Section 6 presents
an error classification for the suggested tri-programming model. Section 7 addresses the proposed
architecture. In Section 8, we present the discussion. Section 9 includes the conclusions and future
works.
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2 Background

There are various programming models that can be used with programming languages. This
section provides a brief overview of the software models used in this paper: MPI, OpenMP, and
OpenACC.

The Parallel Computing Institute created the Message Passing Interface (MPI) library spec-
ification for parallel computing architectures in May 1994. High performance computing (HPC)
frequently uses the distributed computing library MPI, which can run on any distributed architecture.
It distributes work among nodes and clusters across the network. As a result of its widespread use, it
significantly contributes to the acceleration of computing. It has been implemented in several research
in combination with OpenMP [8–10] and OpenACC [5,11,12].

OpenMP is a shared memory application programming interface. Developers are using it more
frequently due to the obvious widespread use of multi-core devices and multi-threaded processors
[2,5,8–10]. Using OpenMP, work can be distributed among CPU-core-based threads, and data can be
shared or made private for each thread as needed by the program. The performance will be improved
when OpenMP capabilities are properly included in a serial application. The program will be able to
make use of parallel architectures with shared memory. OpenMP is a simple programming model to
understand and use, because the overhead of a parallel program is handled by the compiler directives.

OpenACC, a high-level programming model based on directives like OpenMP, is supported by an
initial set of three translator vendors, including Computer Assisted Program System (CAPS), Cray,
and Portland Group Inc. (PGI) [13]. It works by including directives in the source code of Fortran,
C, or C++, which makes it easy to use. OpenACC is characterized by portability across devices from
multiple vendors. It is also more productive than other models because it is a high-level, directive-based
programming model that efficiently utilizes the GPU [1,13,14].

Recent studies have also considered merging directive-based programming such as OpenMP and
OpenACC, which have gained popularity because of their simplicity of implementation in comparison
to low-level programming models such as CUDA and OpenCL. Both OpenACC and OpenMP
are directive-based models for accelerators. OpenACC and OpenMP are not equivalent, and each
of them has its own advantages and disadvantages. The references [5,11,15–20] provide additional
details regarding the comparison of the two programming models. Several of these studies show that
OpenACC is efficient at using accelerators. OpenMP, on the other hand, used in shared memory and
multi-core CPU parallel programming. The following are the advantages of utilizing both OpenMP
and OpenACC together:

• Portability is ensured by using two sets of directives in the same source files.
• Two different runtimes can communicate with one another within the same process.
• Incorporating libraries introduced in either model, such as the OpenACC math libraries.
• Transferring data from one programming model to another.

Many studies [1,5,8–12] have shown the possible benefits of integrating more than one program-
ming model through memory exploitation and accelerator utilization. This may increase throughput
and improve performance. In addition, the workload can be distributed across network nodes to boost
throughput. Many combinations of programming models are possible, such as X1 + X2 (where X is a
programming model) and Message Passing Interface (MPI) + X1 + X2. Some studies have employed
integration in different areas of software acceleration, as seen in the following case studies: MPI +
OpenMP [2,8–10]; MPI + OpenACC [1]; OpenMP + CUDA [21]; MPI + OpenACC + OpenMP
[5–7]; and OpenACC + OpenMP [12,20].
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Runtime errors may be actual or potential. When a program encounters an actual error, it occurs
each time the program is executed, regardless of whether the programmer’s awareness. Potential errors
may be difficult to detect, however, because they are not present during every software execution.
Depending on the value of the data being processed or the execution order of parallel threads, it may
or may not occur, making it difficult for the programmer to identify. These types of runtime errors may
lead to race conditions, data races, deadlocks, and other undesirable outcomes. Discovering runtime
errors in parallel programs that integrate more than one programming model is more challenging
than finding errors in programs that just use one programming model. One reason is that it is not
possible to predict the behavior of threads during runtime. Combining two or more models in a single
parallel application can result in runtime errors for unknown reasons, particularly if there is no testing
technique to identify these runtime errors.

3 Related Work

This section provides an overview of various open source and commercial debugging and
testing techniques. This section discusses OpenMP, OpenACC, and MPI models research, along with
combination of these models. Because these models are part of the research, the techniques used to
detect runtime errors in them, and the current state of the art techniques will be evaluated to determine
the most effective strategies.

Recent studies have investigated errors and identified their causes based on the programming
models MPI, OpenMP, CUDA, and OpenCL, as well as the integrated programming models MPI with
OpenACC, MPI with OpenMP, and many other combinations. There is no testing tool or debugger
that has obtained the OpenACC, OpenMP, and MPI combination. In the past few years, there has been
a big increase in the number of applications that use dual-programming models and tri-programming
models that include OpenACC, OpenMP, and MPI [5–7].

There are numerous classifications for testing techniques such as static, dynamic, and hybrid
testing techniques. Static code analysis [22–26] is a method of debugging that examines source code
prior to the compilation and execution stages of the program. This sort of test may be used to
identify potential runtime errors and actual runtime errors, such as various forms of deadlock and
race conditions, which might occur during the execution of the program.

In dynamic analysis [1,27–32] bugs are detected during runtime. This type can detect the actual
errors that occur during execution. The test cases used are the key to the reliability of this technique.
This creates a challenge because these errors might be caused by a variety of circumstances and
complex conditions. In fact, certain instruments can only define a race after it has already occurred.
Thus, with this approach, one cannot be certain that all errors are reported or hidden. The performance
of this technique may also be poor due to its complexity. Moreover, some errors can be buried because it
is impossible to monitor all possible program responses during execution. The hybrid testing technique
combines more than one testing technique together, for example, the integration of static and dynamic
testing techniques. When multiple techniques are used, a broader range of errors can be detected than
if each approach were employed alone. This integration may increase the time required to debug errors,
but the intended advantage of identifying the largest number of potential and actual runtime errors
will boost their use. Meany research used hybrid testing techniques such as: [30–34]. As a result, the
type and behavior of runtime errors decide the procedures that should be employed. For example, some
errors are difficult to discover using static analysis techniques, whereas others cannot be detected using
dynamic analysis processes.
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Model checking [35–38] is another approach that is similar to the static technique in that it checks
for errors statically by determining runtime states before runtime. This technique checks the parallel
system in a finite state. It replicates the circumstances of race and deadlock and guarantees that there
are no races or deadlock. It is necessary to change the program into a modeling language to use this
method. However, due to the vast number of codes that may be tested, it is quite difficult to manually
extract the model. In addition, the potential number of possible occurrences is just too huge to be
considered in any detail. It is only suitable for testing small and critical applications, and it is not
advised for testing larger projects.

According to the findings of this study, no technique for identifying runtime errors has been
published in the tri-Programming model, particularly when using MPI, OpenACC, and OpenMP. A
hybrid testing technique for identifying runtime errors in the tri-programming model implemented in
C++ by MPI, OpenACC, and OpenMP is proposed because of this study. The proposed technique will
be discussed in further detail in a subsequent section. There is no existing study that is similar to what
this paper proposes, thus it is impossible to compare it with earlier research that offered a technique
for the triple programming model of MPI, OpenMP, and OpenACC. The three models used for this
study were picked with the goal of increasing the system’s speed to attain the exascale. Specifically,
the research recommends a hybrid testing technique that combines static testing techniques with
dynamic testing techniques to discover as many errors as possible in C++ programs combing the
three programming models. The hybrid programming models MPI, OpenACC, and OpenMP will be
discussed in the following section.

4 Runtime Errors

Several different varieties of runtime errors can occur after a program has been compiled, and
the compiler may not be able to detect them, which is particularly critical when designing parallel
applications. To take advantage of parallelism in software, the programmer must identify and address
runtime errors to avoid losing the desired benefits of parallelism as a result of the errors that occur.
When hybrid models are used, the percentage of these mistakes increases, and the reasons for these
errors vary. Some of the most common runtime errors in C++ programs that use the MPI, OpenMP,
and OpenACC programming models will be discussed in this section.

4.1 Deadlock

A deadlock is a common problem, and many previous studies have addressed it, particularly in
parallel programming [39,40]. A deadlock usually occurs when two or more threads are waiting for
input from one another; a loop forms that prevents either thread from progressing. Some reasons for
deadlock in the OpenMP, OpenACC, and MPI programming models will be discussed.

First, in OpenMP, the incorrect usage of asynchronous features leads to a deadlock. For example,
setting locks in the wrong order in OpenMP can cause two or more threads to wait for each other, as
seen in Listing 1. Two or more OpenMP threads are stuck in this example, and both threads wait for
each other to lock a variable that has been obtained by the other thread. The example has two sections,
each of which is executed by a distinct thread. If thread one runs the first section, it will lock ‘locka’
at line 6. Assuming that thread two locks ‘lockb’ in line 15. In line 7, thread one needs to lock ‘lockb’
to complete the work, but it will wait for the second thread to release the lock from ‘lockb’. At the
same time, thread two is waiting for thread one to unset the lock ‘locka’ while thread one is waiting
for thread two. This waiting will continue forever, resulting in a deadlock. Many of the tools presented
in the literature review were designed to detect such types of errors.
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Listing 1: Incorrect use of the lock. The same variable ‘locka’ is locked in different sections. If each
thread runs a section, then thread 1 locks the variable ‘locka’, the other thread locks the variable ‘lockb’
and each of them waits for each other forever to release the hold lock.
1 #pragma omp parallel
2 #pragma omp sections nowait
3 {
4 #pragma omp section
5 {
6 omp_set_lock(&locka);
7 omp_set_lock(&lockb);
8 do_work();
9 omp_unset_lock(&lockb);
10 omp_unset_lock(&locka);
11 }
12 #pragma omp section
13 {
14 omp_set_lock(&lockb);
15 omp_set_lock(&locka);
16 do_work();
17 omp_unset_lock(&locka);
18 omp_unset_lock(&lockb);
19 } } }

A barrier directive is another potential cause of deadlock in OpenMP if it is not used correctly.
This directive requires any threads that arrive at the barrier to wait until all other threads have also
arrived. If a barrier exists, either all threads or none of them must encounter the barrier; otherwise,
a deadlock will occur. It should not be contained within an ‘if’, ‘else’, ‘section’, or ‘for loop’. Such
errors cannot be detected by the compiler, so a debugger or testing tool must be used to detect them.
In Listing 2, an example of the wrong use of the barrier is given. According to the OpenMP standard,
a barrier cannot be utilized within the loop.

Listing 2: An example of a deadlock in OpenMP caused by the use of the ‘barrier’ within a ‘for loop’.
This is not allowed according to the OpenMP specification.
1 #pragma omp parallel
2 { int i;
3 #pragma omp parallel for
4 for(i = 0; i < N;i++)
5 {
6 //–do work—
7 #pragma omp barrier
9 //–do work—
10
11 }}
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Despite the many advantages provided by the MPI programming model, serious issues such as
deadlocks, can occur because of programming errors that are not indicated by the compiler. The
send and receive functions in MPI can be performed in either synchronous or asynchronous mode.
A synchronous operation causes a process to be suspended until the operation is completed. When
performing an asynchronous operation, the operation is not blocked and is initiated only once.
This means that the ‘send’ will be blocked until it reaches its destination. In contrast, a blocking
receive action, returns only once the message is received. Higher parallelism can be achieved using
asynchronous message passing. Because a process does not block, it can perform certain computations
while the message is being transmitted.

Understanding the right manner of transmitting and receiving data is necessary to fully under-
stand the reasons for the existence of deadlock or race in MPI. This programming model is based on
the messages that are sent and received. ‘MPI_Send’ is a function that transmits a buffer from one
sender to one receiver. ‘MPI_Recv’ is a function that receives data sent by the sender (see Listing 3).
The type of data sent should match the type of data received to avoid a deadlock from occurring. For
example, if data type ‘MPI_FLOAT’ is received and the destination selects a different data type, such
as ‘MPI_UNSIGNED_CHAR’, a deadlock will occur. A deadlock will also occur if the size of the
data being sent is bigger than the size of the data being received.

Listing 3: MPI send and receive parameters. ‘MPI_Send’ takes six parameters in order: a pointer to
the buffer holding the data to be sent, a pointer to the data to be sent, the number of items stored
in the buffer, the data type for the elements, the destination rank, a message tag used to differentiate
between different message kinds, and the communication device. In ‘MPI_Recv’, two more arguments
that convey status information about the received message and the rank of the transmission process is
added.
1 MPI_Send(void∗ data, int count, MPI_Datatype datatype, int destination, int tag, MPI_Comm
2 communicator)
3 MPI_Recv(void∗ data, int count, MPI_Datatype datatype, int source, int tag, MPI_Comm
4 communicator, MPI_Status∗ status)

In blocking point-to-point MPI routines, a deadlock occurs if message passing cannot be
completed. ‘MPI_Send’ is a blocking operation. It may not be complete until an ‘MPI_Recv’ has
received the data. For example, if Process 0 carries out ‘MPI_Send’ without a corresponding receipt
‘MPI_Recv’ in Process 1, a potential deadlock will be encountered. Another scenario in which a
deadlock occurs is illustrated in Listing 4. In this example, Process 0 attempts to send a message
to Process 1, but Process 1 does not have an ‘MPI_Recv’ that matches the message sent by Process
0. The solution is straightforward: simply replace the command ‘MPI_Send’ with the ‘MPI_Recv’.
More research has developed tools or debuggers for detecting such errors. Another cause of deadlock
in MPI is the presence of ‘MPI_Recv’ data on one side without the presence of ‘MPI_Send’ on the
other side. For example, the existence of ‘MPI_Recv’ corresponds to ‘MPI_Recv’ rather than to the
presence of ‘MPI_Send’. This is called a “receive-receive” deadlock. In addition, when a process sends
a message to itself, a deadlock situation may arise.
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Listing 4: An example of a deadlock in the MPI. In line 2, Process 0 sends data; yet, in line 5, Process
1 has ‘send’ instead of ‘receive’. Consequently, Process 0 would be blocked due to the absence of a
corresponding ‘receive’ at Process 1.
1 if (process == 0) {
2 MPI_Send( . . . , 1, tag, comm);
3 MPI_Recv( . . . , 1, tag, comm, &status);
4 }else if (process == 1) {
5 MPI_Send( . . . , 0, tag, comm);
6 MPI_Recv( . . . , 0, tag, comm, &status);} }

A programmer may make certain runtime errors, but these errors do not arise every time the
software is run, but they do appear from time to time. Although MPI supports the receive feature
(from: MPI_ANY_SOURCE), which allows the receiving process to match a transmission from any
process when a sender is not specified, this might result in a potential deadlock, as will be illustrated
in the following example. In the programming example given in Listing 5, Process 1 takes advantage
of (MPI_ANY_SOURCE in MPI). After receiving the message from Process 0, this method will be
able to receive the message from Process 2 at the second recipient of Process 1, guaranteeing that no
conflicts arise. If Process 1 receives the message from Process 2 before the first reception is completed,
the second reception will not be completed because Process 2 does not send another message before
invoking the barrier to prevent communication between processes. Using MPI_ANY_SOURCE in
the incorrect manner, as seen in this example, may result in a deadlock. According to this example, the
potential runtime errors do not arise every time the program is executed; rather, they depend on the
sequence in which messages are sent between the processes.

Listing 5: The Recv(from:ANY) method in Process 1 uses (MPI_ANY_SOURCE), which allows it to
receive data from any process. After receiving a message from Process 0, Process 2 can send its message
too, and all three processes can continue to operate. However, if Process 1 receives the message from
Process 2 first, it will not be able to complete its second reception, given that Process 2 will not transmit
until the barrier call is received. Process 1 will never be able to send a message to Process 0, and both
processes will always be blocked.
1 if (process == 0){
2 MPI_Send(sendbuf, count, MPI_INT, 1, tag, comm);
3 Barrier();}
4 else if (process == 1){
5 MPI_Recv(recvbuf, count, MPI_INT, MPI_ANY_SOURCE, tag, comm);
6 MPI_Recv(recvbuf, count, MPI_INT, 2, tag, comm);
7 Barrier();}
8 else if (process == 2){
9 MPI_Send(sendbuf, count, MPI_INT, 1, tag, comm);
10 Barrier();}

These concerns can be address through various solutions, whether they are implemented using a
blocked or an unblocked connection. However, the problem does not exist here. Rather, when systems
of enormous importance are built with such errors, it will be quite expensive. We discovered that a tool
that can detect such mistakes and report them to the programmer.
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Some previous studies have developed testing tools to detect deadlocks in MPI; these tools include
MPI-SV [22], MPI-SPIN [27], MUST [39], MPI-CHECK [40], Marmot [41], and MOPPER [42]. Some
tools can also detect a race condition in MPI: [43] and MPIRace-Check [44]. These tools can look for
problems, such as having a receive without a send and other errors.

As a result of the nature of the OpenACC implicit barrier, as seen in Listing 6, a live lock in the
GPU can result in a CPU deadlock. Every computation region has an implicit barrier that exists at the
end of each calculation region. While the GPU is always occupied as a result of a live lock, the CPU’s
execution will be halted until all threads on the GPU have completed their parallel processing region.

Listing 6: Line 7 has a live lock, given that the value of ‘i’ will never change and it is true. The
accelerator’s parallel region has an implicit barrier. Because of the implicit barrier, the compute region
will never finish, and the result will not be returned to the CPU. As a result, a deadlock occurs.
1 #pragma acc data copy(B[0:N], A[0:N])
2 {
3 #pragma acc parallel loop data copy(B[0:N])
4 for (int i = 0; i < N; i++)
5 {
6 B[i] = i;
7 while (i > 5)
8 B[i] = 5;
9 }
10 #pragma acc parallel loop copy(A[0:N])
11 for (int i = 0; i < N; i++)
12 A[i] = i;
13 }

An asynchronous clause can be used in OpenACC to specify which regions of the accelerator or
parallel kernel can be run asynchronously and which areas cannot. The wait directive is used to keep
the local thread running until it reaches this directive. Until all activities have been performed and
the relevant asynchronous queue (s) have been completed, the traffic will not begin to be processed
for transmission. However, as seen in the example in Listing 7, this may result in a deadlock. As
asynchronous routing will enable the host to complete its task by passing the implicit barrier, it will
come to a halt when the wait directive is applied, resulting in a deadlock in the program. The error
classification in programming model OpenACC can be found in reference [1].

Listing 7: Line 7 has a live lock, but the inclusion of ‘async’ clauses allows the host to do the work until
the use of the ‘wait’ directive permits the host to wait for asynchronous device tasks to be completed
before continuing.
1 #pragma acc data copy(A[0:N],B[0:N])
2 {
3 #pragma acc parallel loop data copy(B[0:N]) async
4 for (int i = 0; i < N; i++)
5 {
6 B[i] = i;
7 while (i > 5)

(Continued)
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Listing 7: Continued
8 B[i] = 5;
9 }
10 #pragma acc parallel loop copy(A[0:N])
11 for (int i = 0; i < N; i++)
12 A[i] = i;
13 }
14 #pragma acc wait

4.2 Race Condition

A race condition may develop as a result of many threads running operations in parallel. such as
when accessing a shared resource, such as a variable in memory. The outcome can differ depending
on the sequence in which the threads are performed, as demonstrated by [43]. Access to common
variables should be synchronized to prevent race-related errors from occurring. Various techniques
can be used to detect race conditions in each programming model on its own. This includes [43],
and MPIRace-Check [44], which check for races in MPI, and OpenMP race checks, which include
[45], ROMP OpenMP [46,47], and ACC_TEST [1], for checking the race condition in OpenACC.
This subsection of the research will discuss some of the reasons for the race condition in each of the
following programming models: OpenMP, MPI, and OpenACC.

Shared data read and write can cause race conditions in parallel programming when using the
OpenMP programming model. The following situations can result in a race condition: while running
read-after-write, write-after-write, or write-after-read on shared data among multiple threads [45,46].
In Listing 8, multiple threads change the shared variable ‘Max_val’ at the same time. This results in a
race condition.

Listing 8: This example demonstrates code executed by many threads while a shared variable is
changed by multiple threads. The ultimate value of ‘Max_val’ is determined by the thread execution
order. This is known as a race condition.
1 #pragma omp parallel
2 {
3 #pragma omp for nowait shared(Max_val)
4 for(i = 0; i < N; i++){
5 if(Max_val < A[i])
6 Max_val = A[i]; }
7 }

In OpenMP, the inner ‘for loop’ variable in a nested ‘for loop’ is shared by default with the outer
‘for loop’ variable. In code example Listing 9, only the variable ‘i’ is private, but the variable in the inner
loop ‘j’ is shared, and this is where the race condition will occur. This example of nested directives is not
consistent with the specification. The solution to such issues is straightforward, but the programmer
must be alerted over the progress of the program’s execution for potential errors to prevent them and
use alternate options. One alternative in this case would be to simply add ‘private (j)’ at the end of the
first line. This problem may be resolved by adding the following: ‘#pragma omp parallel for’ before
the inner loop, which causes the inner loop to bind to a distinct parallel area.
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Listing 9: The interference between the internal and external ‘for’ directives belonging to the same
parallel directive causes the race condition.
1 #pragma omp parallel for
2 for (i = 0; i < N; i++)
3 for (j = 0; j < N; j++)
4 A[i][j] = B[i][j] + C[i][j]

OpenMP overcomes race conditions by using synchronization to access shared variables. Synchro-
nization restricts demand for shared data such as ‘critical’, ‘atomic’, ‘barrier’, and ‘ordered’. Each of
these directives has unique qualities that must be utilized carefully to avoid losing parallel properties.
The ‘barrier’ directive is used to synchronize all threads by requiring them to wait at the barrier until all
threads have completed their tasks. To avoid deadlock, the ‘barrier’ directive should be used carefully,
as demonstrated in the previous subsection. As an alternative, the ‘ordered’ directive may be used to
solve the problem, but the parallel performance will be reduced as if the execution were carried out in
a sequential fashion. The use of a ‘critical’ directive, on the other hand, might eliminate the benefits of
OpenMP and have a negative impact on performance. This directive allows only one thread to be active
at a time, like the ‘ordered’ directive, preventing the simultaneous execution of codes across multiple
threads from occurring. The ‘atomic’ directive outperforms the ‘critical’ directive while reducing the
possibility of a race condition in the OpenMP programming model. It applies only to read and write
operations in memory.

Data dependency can lead to a race condition in OpenMP, as seen in Listing 10. Because of the
data dependence in the loop —where the value of A[i] depends on A[i + 1] — a race condition may
occur if two threads attempt to read or write the same element of array A.

Listing 10: A race condition occur because of data dependencies in the program. ‘i’ is the loop counter,
and “A” is the array. The value of the array is updated in each iteration, and its value depends on ‘i’
and ‘i + 1’ in line 3.
1 #pragma omp parallel for
2 for (i = 1; i < N; i++)
3 A[i] + = A[i + 1];

When the ‘nowait’ directive is used incorrectly, another race condition is created (see Listing 11).
The ‘nowait’ directive notifies the threads not to stop at the end of the ‘for loop’. The implicit barrier
has no impact because of the ‘wait’ directive. For this reason, some threads may skip over the previous
parallel region and move on to the next one. These threads can change array B before array A on which
array B depends.

Listing 11: The usage of the ‘nowait’ directive causes a race condition in this code. One of the threads
to may reach B before A has finished updating.
1 #pragma omp parallel
2 {
3 #pragma omp for nowait
4 for (i = 1; i < N; i++)
5 A[i] = A[i]/2.0;

(Continued)
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Listing 11: Continued
6 #pragma omp for nowait
7 for (i = 0; i < M; i++)
8 B[i] = sqrt(A[i]);
9 }

In MPI, a race condition may occur when the buffer is used in multiple non-blocking communi-
cations. Understanding non-blocking communication is necessary to understand the race conditions
in the MPI programming model. Sending data in a non-blocking way is accomplished with the
‘MPI_Isend’ command. to the nonblocking function ‘MPI_Irecv’ should be used to receive data.
Listing 12 shows their definitions. When the two processes are ready to synchronize, it does nothing but
set up the send. The buffer can only be used by one communication at a time, but it can be overwritten
in this case.

Listing 12: MPI_ISend like MPI_Send but with extra implementation: ‘buffer‘ which contains the
data in the buffer to be sent, and ‘request‘ which checks if the operation has finished and the data have
really been sent.
1 int MPI_Isend(void ∗buffer, int count, MPI_Datatype datatype, int dest, int tag,
2 MPI_Communicator comm, MPI_Request ∗request);
3
4 int MPI_Irecv(void ∗buffer, int count, MPI_Datatype datatype, int source, int tag,
5 MPI_Communicator comm, MPI_Request ∗request);

Whenever the same buffer is being read from and written to at the same time by different non-
blocking messages, a race condition is created. For example, in Listing 13, the buffer is used in multiple
non-blocking communications. The two processes (Process 0 and Process 1) utilize the same buffer, but
they use different values in the buffer. The buffer value may change while the thread is sleeping. As a
result, race conditions may occur.

Listing 13: Race conditions may be encountered in this code, given that both processes (Process 0 and
Process 1) share the same buffer with different values. While Process 0 is idle, given the sleep function
call, the value of the buffer may change.
1 // Process 0 transmits the message, and Process 1 receives it.
2 if (process == 0) {
3 // Adding data to the buffer
4 for (int i = 0; i < buffer_size; ++i)
5 buffer[i] = i ∗ i;
6
7 // 10 s have elapsed because the data was sent.
8 MPI_Isend(buffer, buffer_size, MPI_INT, 1, 0, MPI_COMM_WORLD, &request);
9 sleep(10);
10 }
11 else if (process == 1) {
12 // The buffer has been reset
13 for (int i = 0; i < buffer_size; ++i)

(Continued)
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Listing 13: Continued
14 buffer[i] = 0;
15 // Receiving and sleeping for a total of ten seconds
16 MPI_Irecv(buffer, buffer_size, MPI_INT, 0, 0, MPI_COMM_WORLD, &request);
17 sleep(10);
18 }

A race situation may occur when many threads are executed without taking the sequence into
consideration. This is particularly tricky if the sequence is critical, as in OpenACC. However, race
circumstances may arise because of the synchronization between the host and the device. The code in
Listing 14 illustrates this by showing how a data race may occur as a result of an update command,
that occurs while data are being sent between the host and the device. A ‘kernel’ directive, as opposed
to a ‘parallel loop’, can be used in line 6 to eliminate this problem entirely. Using a kernel will ensure
that instructions are executed in a sequential manner and will prevent a data race from occurring.

Listing 14: A race condition occurred during updating data between the host (CPU) and device
(GPU).
1 #pragma acc data copyout(A[0:N]) copyin(B[0:N])
2 {
3 #pragma acc parallel loop
4 for (int i = 0; i < N; i++)
5 A[i] = i;
6 #pragma acc parallel loop

for (int i = 0; i < N; i++)
8 {
9 #pragma acc update
10 B[i] = A[i] ∗ 2;
11 }
12 }

Data dependency, as in OpenMP, is another reason for the race condition in OpenACC. For
example, as seen in Listing 15, data dependencies may result in race conditions. Because the value
of A[i] depends on A[i + 1] a race condition will arise even if a kernel directive is used instead of a
parallel loop to accomplish the task. The ‘reduction’ clause can be used to prevent a race condition
from occurring before updating the value of array A.

Listing 15: A race condition develops in OpenACC because of data dependency. ‘i’ refers to the loop
counter, whereas ‘A’ refers to the array. The value of the array is updated with each iteration, and its
value is determined by the values of the variables ‘i’ and ‘i + 1’ in line 3.
1 #pragma acc parallel loop
2 for (i = 1; i < N; i++)
3 A[i] + = A[i + 1];
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4.3 Data Race

A data race occurs when two or more execution threads in a multi-threaded application attempt
to access the same shared variable at the same time and at least one writes access to the shared variable
[46,47]. A data race results in erroneous execution of the program and faults in the expected outputs.
This is because the same data are shared by more than one thread at the same memory address,
resulting in memory corruption. Data races are quite likely to occur when, for example, a loop invokes
‘update data’, and when those data are simultaneously read in parallel with the loop.

Data races can be avoided by integrating synchronization mechanisms into instructions or
operations that occur in threads, depending on the programming model that is being used. Another
method is to use a global shared flag, which allows just one writer thread to be active at the same time
as many readers. The writer thread is responsible for setting the flag that permits the other threads to
access the data. When the writer thread is done, it is available for reading by all other threads.

An example of a data race in the OpenMP programming model is demonstrated in Listing 16.
Array A is shared across the parallel region, which is updated on line 5 and read on line 8. Furthermore,
because of the usage of the ‘nowait’ directive, no implicit barrier occurs at the end of line 5. Because
an element of array A may be read before or after an update, there will be a race will occur between
reading and updating this element. Simply removing the ‘nowait’ directive will solve this problem.

Listing 16: A data race in OpenMP because of updating and reading the shared array A.
1 #pragma omp parallel shared (A[0:N],B[0:N],C[0:N])
2 {
3 #pragma omp for nowait
4 for(i = 0; i < N; i++)
5 A[i] = B[i] + A[i];
6 #pragma omp parallel for nowait
7 for(i = 0; i < N; i++)
8 C[i] = A[i] + B[i];
9 }

One further example can be found in Listing 17 of the OpenACC Programming Model, in which
two loops are operating in the same parallel region and are using the same shared arrays A and B. As
demonstrated in line 1, the arrays are not private to each loop in this example; rather they are shared
by both loops. Given that arrays A and B can be accessed by many different threads, a data race can
occur if the loop goes through its steps in an unexpected way.

Listing 17: A data race may occur if a shared array exists or if the array is updated in one loop and
read in another and is shared between them.
1 #pragma acc data copy (A[0:N],B[0:N])
2 { #pragma acc loop gang
3 {
4 #pragma acc loop worker
5 for (int i = 0; i < N; i++)
6 A[i] = B[i] + A[i];
7 #pragma acc loop seq
8 for (int i = 0; i < N; i++)

(Continued)
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Listing 17: Continued
9 B[i] = A[i]/2;
10 } }

This paper highlights some of these mistakes to demonstrate the significance and importance of
having tools to detect these errors, particularly when merging more than one software model.

5 Hybrid Programming Models

Modern parallel computing systems include multi-core CPUs, accelerators such as GPUs, and
Xeon processors, which may increase performance if they are utilized efficiently. C, C++, Java,
and Fortran may all benefit from the addition of programming models (such as OpenMP, OpenCL,
OpenACC, and NVIDIA CUDA) because they add parallelism and allow greater speed and efficiency
for systems. However, there is no debugger or testing tool that can detect runtime errors in C++ system
builds made by MPI, OpenACC, and OpenMP. Debuggers and testing tools are crucial when more
than one model is merged. In addition to the errors that happen in each model on its own, there is
a chance that more errors will happen after integration. Single-level programming models, dual-level
programming models, and tri-level programming models are the three types of hybrid programming
models that may be found in applications. There are more than three models that may be combined,
but they will not be covered in this paper. The purpose of this section is to highlight errors that occur
during execution but are not detected by the compiler because they are hidden.

Integrating the three programming models (MPI, OpenMP, and OpenACC) increases the speed by
utilizing all available resources and splitting the work in an efficient manner. Utilizing MPI permits the
distribution of work across multiple nodes on a network. MPI will keep track of how much memory is
available at each stage. Both the use of inter-core memory in the CPU, which distributes tasks between
multiple processor cores to allow parallel processing across multiple nodes, and the creation of multiple
threads to execute tasks at high speed through the OpenMP programming model. Investigating GPU
accelerators by OpenACC.

The MPI programming model is well-known and essential because it distributes work among
several devices in a distributed computing environment. OpenACC has been used in five of the
thirteen programs that have been created to increase performance on the world’s top supercomputers
[1,33,34,48]. Furthermore, OpenACC is used by three of the top five high-performance computing
applications. It is anticipated that the use of OpenACC will rise. As a result, it is even more critical
to have tools to rectify these programs to assure the accuracy of the results that will be retrieved by
these applications. OpenMP has been widely used for parallel thread-based programming on shared
memory systems, such as multi-core CPUs. With the introduction of running accelerators in OpenMP
version 4, the protocol has become more efficient. OpenACC is typically preferred for GPU systems,
whereas OpenMP is typically preferred for CPU systems.

The hierarchical structure of the hybrid tri-programming model is displayed in Fig. 1. MPI is
responsible for distributing work throughout the network among nodes. OpenMP is utilized for
parallel programming on multiple CPU cores. The OpenACC work carried out by the accelerator.

However, despite the potential gains from this integration, there is currently no debugging or
testing technique available to detect such runtime errors, particularly those that arise because of the
integration that has been implemented. Here are some examples of runtime errors that were found
when code written using these three different programming models was put into action.
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Figure 1: A hybrid programming hierarchy consisting of MPI, OpenMP, and OpenACC. MPI
distributes the work over the network across multiple nodes. OpenMP makes advantage of the cores
of the CPU and can use the OpenACC code inside OpenMP sections. The OpenACC code can also
be called straight from the nodes, allowing it to operate on the GPU

According to Listing 18, there is no error in any of the programming models used in this example,
yet the inclusion of the ‘nowait’ clause in OpenMP allowed the implicit barrier to be negated, as seen
in the following example. At the same time, we discover that the data from array A is used in the
computation of the array’s value C in OpenACC in line 14. In this case, the race condition will provide
a result because the array data is incomplete at the time, and we require its value to be included in the
array. To address this problem, either the ‘nowait’ clause should be removed or a ‘barrier’ should be
added before the start of the OpenACC code.

Listing 18: This code contains a data race because the value of array C depends on the calculation
of array A. An update of array A is performed in the OpenMP programming model, which uses a
‘nowait’ clause, causing some threads to complete their work while the update is being executed. The
programming model OpenACC starts by updating array C without finishing the array A update.
1 if (process == 0) {
2 MPI_Send (sendbuf, count, MPI_INT, 1, tag, comm);
3 MPI_Recv (recvbuf, count, MPI_INT, 1, tag, comm, &status);
4 } else if (process == 1) {
5 MPI_Recv (recvbuf, count, MPI_INT, 0, tag, comm, &status);
6 MPI_Send (sendbuf, count, MPI_INT, 0, tag, comm);
7 }
8 #pragma omp parallel for nowait
9 for (int i = 0; i < x;i++)
10 A[i] = B[i]∗2;
11
12 #pragma acc kernels
13 for (int i = 0; i < x;i++)
14 C[i] = A[i]/0.2;

A programming model that encounters an error while running has an impact on the entire system
because of the error. In the case of a deadlock caused by one of these programming models, the entire
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system is affected. For example, a deadlock in Listing 19 was generated by MPI because a message was
sent from Process 0 and no corresponding receive was received in Process 1. This affected the entire
system.

Listing 19: A hybrid programming model with a deadlock caused by the MPI send-send deadlock
in blocking communication, resulting in the communication being blocked in line 3. The matching
receive must be used in line 6 rather than the send.
1 if (process == 0) {
2 MPI_Send (sendbuf, count, MPI_INT, 1, tag, comm);
3 MPI_Recv (recvbuf, count, MPI_INT, 1, tag, comm, &status);
4 } else if (process == 1) {
5 MPI_Send (sendbuf, count, MPI_INT, 0, tag, comm);
6 MPI_Recv (recvbuf, count, MPI_INT, 0, tag, comm, &status);
7 }
8 #pragma omp parallel for
9 for (int i = 0; i < x;i++)
10 A[i] = B[i]∗2;
11 #pragma acc kernels
12 for (int i = 0; i < x;i++)
13 C[i] = A[i]/0.2;

Therefore, the system becomes entirely deadlocked as a result of the OpenMP barrier directive in
the case provided in the Listing 20. when a thread encounters a barrier, the thread must wait until all
other threads have also encountered the barrier. By default, two separate threads are executed using the
two OpenMP sections (lines 14 and 16). Each of them includes a barrier in the call to the ‘print_result’
function, and each thread will wait for the other threads to finish, which will never happen. Due to
that, the system enters a deadlock.

Listing 20: The barrier in the print-result function at line 28 causes the entire system to deadlock. It is
possible that several threads will execute this function, but they should all hit the same barrier, which
will never occur.
1 void main()
2 {
3 //code . . . . . .

4 if (process == 0) {
5 MPI_Send (send_buf, count, MPI_CHAR, 1, tag, communication);
6 MPI_Recv (recvbuf, count, MPI_CHAR, 1, tag, communication, &status);
7 } else if (process == 1) {
8 MPI_Recv (recv_buf, count, MPI_CHAR, 0, tag, communication, &status);
9 MPI_Send (sen_dbuf, count, MPI_CHAR, 0, tag, communication);
10 }
11 #pragma omp parallel sections
12 {
13 #pragma omp sectoin
14 print_result(A, 1);

(Continued)
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Listing 20: Continued
15 #pragma omp sectoin
16 print_result(A, 2);
17 }
18 #pragma acc kernels
19 for (int i = 0; i < x;i++)
20 C[i] = A[i]/0.2;
21 }//end main
22 void print_result(float A[n], int section_no)
23 {#pragma omp critical
24 { for(i = 0; i < N; i++)
25 A[i] = A[i]∗.02;}
26 #pragma omp barrier
27 }
28 }//end print result

In Listing 21, it was observed that, depending on the behavior of the program during runtime,
livelock in OpenMP generates deadlock and, in certain experiments, a data race. Consider that the
value of the variable ‘x’ is less than 5. The system will enter a state of livelock, which may produce
incorrect results in array C, especially if there are threads that have begun processing the section of the
accelerator in line 14 before updating ‘x’ is complete. In the worst-case scenario, the system will be in
a livelock or deadlock.

Listing 21: Livelock at line 5 result in a deadlock in the whole system. The value of array A is not
modified within the while loop.
1 if (process == 0) {
2 MPI_Send (send_buf, count, MPI_CHAR, 1, tag, communication);
3 MPI_Recv (recvbuf, count, MPI_CHAR, 1, tag, communication, &status);
4 } else if (process == 1) {
5 MPI_Recv (recv_buf, count, MPI_CHAR, 0, tag, communication, &status);
6 MPI_Send (sen_dbuf, count, MPI_CHAR, 0, tag, communication);
7 }
8 #pragma omp parallel for nowait
9 while ( x < 5)
10 {A[i] = x∗0.2;
11 if (i < N)
12 i++;}
13 #pragma acc kernels
14 for (int i = 0; i < N;i++)
15 C[i] = A[i]/0.2;

Two programming models in Listing 22 contain two different errors. The first error in the MPI
programming model is that sending a message without corresponding receive results in a deadlock in
the system. The second issue is caused by the inclusion of ‘nowait’ in OpenMP, which causes a race
condition to occur in OpenACC, causing the data to be corrupted. The combination of these two
errors resulted in a system deadlock.
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Listing 22: Two errors deadlock and race condition result in a deadlock in the whole system.
1 if (process == 0) {
2 MPI_Send (sendbuf, count, MPI_INT, 1, tag, comm);
3 MPI_Recv (recvbuf, count, MPI_INT, 1, tag, comm, &status);
4 } else if (process == 1) {
5 MPI_Send (sendbuf, count, MPI_INT, 0, tag, comm);
6 MPI_Recv (recvbuf, count, MPI_INT, 0, tag, comm, &status);
7 }
8 #pragma omp parallel for nowait
9 for (int i = 0; i < x;i++)
10 A[i] = B[i]∗2;
11 #pragma acc kernels
12 for (int i = 0; i < x;i++)
13 C[i] = A[i]/0.2;

There are three faults in the last example (see Listing 23), each of which is caused by one of the
three programming models used in this research. The first error, caused by the MPI programming
model, where there is a sending message without corresponding receiving, results in a deadlock in
the system. The second issue is caused by the inclusion of ‘nowait’ in OpenMP, which causes a race
condition to occur in OpenACC, causing the data to be corrupted. The last error occurred because
of a data race in OpenACC. As a result of these three runtime errors, the system became stuck in a
deadlock.

Listing 23: Three errors in the three programming models result in a deadlock in the whole system.
The first error is deadlock result from programming error in MPI, The second error result from miss
use of ‘nowait’ directive in OpenMP. The last error is a data race result from programming error in
OpenACC.
1 if (process == 0) {
2 MPI_Send (sendbuf, count, MPI_INT, 1, tag, comm);
3 MPI_Recv (recvbuf, count, MPI_INT, 1, tag, comm, &status);
4 } else if (process == 1) {
5 MPI_Send (sendbuf, count, MPI_INT, 0, tag, comm);
6 MPI_Recv (recvbuf, count, MPI_INT, 0, tag, comm, &status);
7 }
8 #pragma omp parallel for nowait
9 for (int i = 0; i < x;i++)
10 A[i] = B[i]∗2;
11 #pragma acc parallel for
12 for (int i = 0; i < x;i++)
13 C[i] = C[i + 1] + A[i]/0.2;

6 Error Classification for Software Using Hybrid Programming Models

Based on the findings of the research conducted in Section 3, as well as the errors that were
identified throughout the experiments in Sections 4 and 5, we have classified these errors into three
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categories: one-level programming errors, two-level programming errors, and three-level programming
errors. The first level occurs when there is an error in one of the programming models. The second
level is reached when two programming models contain errors. When errors from each of the three
programming models occur at the same time, this is the third level.

Based on our research, we have discovered that it is not always necessary for a program to be
right when there is no error in any programming model used. For example, in Listing 18 a deadlock
occurred in the system because the threads were permitted to complete the task while the array was
being initialized. There was an error because the initialization of this array had not been finished before
any additional actions on it were performed. To solve this problem, a ‘barrier’ should be inserted before
updating the array.

Table 1 demonstrates that runtime errors occur when one of the programming models is respon-
sible for a runtime error. According to our findings, the presence of a deadlock in one of the
programming models causes the system to stop working. If there is a race condition or a data race,
it may only cause a race condition or it may also cause a deadlock, depending on the production
environment and the number of threads that are running. A deadlock may occur when there is a data
race and many threads have already passed the initialization step. In addition, the presence of a livelock
will disrupt the work, and we will become trapped in the same process, resulting in a deadlock.

Table 1: The table shows the errors that result in the first level, where errors are found in one of the
three programming models. The models used are MPI, OpenMP, and OpenACC

OpenACC MPI OpenMP Tri-Programming Model

No Error No Error No Error Depending on the environment and the
operating sequence sometimes it may not
produce an error and other times it may
cause a deadlock or a race condition.

OpenACC Race
Condition

No Error No Error Depending on the environment and the
running sequence, a deadlock or a race
condition may occur.

OpenACC
Deadlock

No Error No Error Deadlock.

OpenACC
Potential
Deadlock

No Error No Error Depending on the environment and the
operating order a deadlock may or may
not occur.

OpenACC
Livelock

No Error No Error Deadlock.

OpenACC
Potential
Livelock

No Error No Error Depending on the environment and the
operating order, livelock may or may not
occur.

No Error MPI Deadlock No Error Deadlock.
No Error MPI Potential

Deadlock
No Error Depending on the environment and the

order in which the programs are run, a
deadlock may or may not happen.

(Continued)
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Table 1: Continued
OpenACC MPI OpenMP Tri-Programming Model

No Error MPI Race
Condition

No Error Race Condition.

No Error MPI Potential
Race Condition

No Error Depending on the context and running
order, a race condition may or may not
develop.

No Error No Error OpenMP
Deadlock

Deadlock

No Error No Error OpenMP
Potential
Deadlock

Depending on the environment and the
order in which the programs are run, a
deadlock may or may not happen.

No Error No Error OpenMP Race
Condition

Race Condition.

No Error No Error OpenMP
Potential Race
Condition

Depending on the context and running
order, a race condition may or may not
develop.

No Error No Error OpenMP
Livelock

Deadlock.

No Error No Error OpenMP
Potential
Livelock

Depending on the environment and the
order in which the programs are run, a
deadlock may or may not happen.

When there are errors in two of the three programming models used in this investigation, runtime
errors occur, as shown in Listing 22 and Table 2. When a deadlock occurs in one of the programming
models, we discovered that the system stops working. Similarly, when a race condition or a data
race occurs, it may cause a race condition and may also cause a deadlock based on the operating
environment. It is possible that the race will not be noticed by the programmer, especially if the data
on which the race occurred is not utilized in the subsequent actions, but if the system is dependent on
its outcome, then the system will most likely become stuck in deadlock mode.

Table 2: The table shows the errors that result in the second level, where errors are found in two of the
three programming models. The models used are MPI, OpenMP, and OpenACC

OpenACC MPI OpenMP Tri-Programming Model

OpenACC Race
Condition

MPI Deadlock No Error Deadlock.

OpenACC Race
Condition

MPI Race
Condition

No Error A deadlock or race condition might occur
based on the environment and operating
sequence.

OpenACC
Deadlock

MPI Deadlock No Error Deadlock.

(Continued)
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Table 2: Continued
OpenACC MPI OpenMP Tri-Programming Model

OpenACC
Deadlock

MPI Race
Condition

No Error Deadlock.

OpenACC
Livelock

MPI Deadlock No Error Deadlock.

OpenACC
Livelock

MPI Race
Condition

No Error Deadlock.

OpenACC Race
Condition

No Error OpenMP
Deadlock

Deadlock.

OpenACC Race
Condition

No Error OpenMP Race
Condition

A deadlock or race condition might occur
based on the environment and operating
sequence.

OpenACC Race
Condition

No Error OpenMP
Livelock

Deadlock.

OpenACC
Deadlock

No Error OpenMP
Deadlock

Deadlock.

OpenACC
Deadlock

No Error OpenMP Race
Condition

Deadlock.

OpenACC
Deadlock

No Error OpenMP
Livelock

Deadlock.

OpenACC
Livelock

No Error OpenMP
Deadlock

Deadlock.

OpenACC
Livelock

No Error OpenMP Race
Condition

Deadlock.

OpenACC
Livelock

No Error OpenMP
Livelock

Deadlock.

No Error MPI Deadlock OpenMP
Deadlock

Deadlock.

No Error MPI Deadlock OpenMP Race
Condition

Deadlock.

No Error MPI Deadlock OpenMP
Livelock

Deadlock.

No Error MPI Race
Condition

OpenMP
Deadlock

Deadlock.

No Error MPI Race
Condition

OpenMP Race
Condition

A deadlock or race condition might occur
based on the environment and operating
sequence.

No Error MPI Race
Condition

OpenMP
Livelock

Deadlock.

Runtime errors happen when there are errors in all the three programming models as indicated in
Listing 23 and Table 3. In our investigation, we discovered that many of the mistakes are deadlocks,
which are caused by errors occurring in all the programming models. The proposed technique for
detecting such errors will be reviewed in the next section.
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Table 3: This table displays the errors that occur at the third level, as errors exist in all three
programming paradigms

OpenACC MPI OpenMP Tri-Programming Model

OpenACC Race
Condition

MPI Deadlock OpenMP
Deadlock

Deadlock.

OpenACC Race
Condition

MPI Deadlock OpenMP Race
Condition

Deadlock.

OpenACC Race
Condition

MPI Deadlock OpenMP
Livelock

Deadlock.

OpenACC Race
Condition

MPI Race
Condition

OpenMP
Deadlock

Deadlock.

OpenACC Race
Condition

MPI Race
Condition

OpenMP Race
Condition

Based on the environment and
operating sequence, a deadlock or
race condition might occur.

OpenACC Race
Condition

MPI Race
Condition

OpenMP
Livelock

Deadlock.

OpenACC
Deadlock

MPI Deadlock OpenMP
Deadlock

Deadlock.

OpenACC
Deadlock

MPI Race
Condition

OpenMP Race
Condition

Deadlock.

OpenACC
Deadlock

MPI Deadlock OpenMP
Livelock

Deadlock.

OpenACC
Deadlock

MPI Race
Condition

OpenMP
Deadlock

Deadlock.

OpenACC
Deadlock

MPI Deadlock OpenMP Race
Condition

Deadlock.

OpenACC
Deadlock

MPI Race
Condition

OpenMP
Livelock

Deadlock.

OpenACC
Livelock

MPI Deadlock OpenMP
Deadlock

Deadlock.

OpenACC
Livelock

MPI Race
Condition

OpenMP Race
Condition

A deadlock or live lock might occur
based on the environment and
operating sequence.

OpenACC
Livelock

MPI Deadlock OpenMP
Livelock

Deadlock.

OpenACC
Livelock

MPI Race
Condition

OpenMP
Deadlock

Deadlock.

OpenACC
Livelock

MPI Deadlock OpenMP Race
Condition

Deadlock.

OpenACC
Livelock

MPI Race
Condition

OpenMP
Livelock

Depending on the environment and
running order, the system will either
deadlock or livelock.
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7 Proposed Architecture

A review of the current state of the tri-programming model, which combines OpenACC, OpenMP,
and MPI, revealed that there is no testing technique or debugging tool for detecting runtime errors.
This paper proposes a hybrid testing technique for the tri-programming model (MPI + OpenMP +
OpenACC), which is integrated into the C++ programming language and is illustrated in Fig. 2. The
suggested technique combines dynamic and static testing techniques for the purpose of detecting errors
before and during runtime. Combining static and dynamic testing approaches gives it the flexibility to
discover potential and actual runtime. Static testing was employed to identify and report issues prior
to running. The assertion language is used to automatically identify these errors during execution. A
list of detected runtime errors is notified to the programmer.

Figure 2: The proposed architecture

The code written by the programmer is the input for the static section. The static part is responsible
for inspecting each line of code and searching for runtime errors. It identifies both potential and actual
errors and handles them appropriately (see Fig. 2). Detecting runtime errors during program execution
will take less time if the programmer fixes these errors before running the program. Dynamically
identifying errors takes longer without the static component. The dynamic stage must receive the static
stage’s outputs (potential errors) to identify them during program execution. The following elements
comprise the proposed architecture’s static component:

• Lexical analyzer: During this step, the programmer’s C++ code, which includes MPI, Ope-
nACC, and OpenMP, is the input. After scanning the source code as a stream of characters, this
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step converts the code into a stream of tokens. Unnecessary comments and spaces are ignored,
and data is stored in the table as tokens instead. Examples of errors that can be identified
during this step include meeting characters that are not available in the programming language’s
alphabet or forgetting to close the instruction with a semicolon. A table is used by the lexical
analyzer to represent these tokens. The token table is the result of this phase.

• Syntax Analysis: In syntax analysis or parsing, the token table is the input in this stage. At
this phase, all syntactic errors have been identified, a diagnostic message has been generated in
response to the error, and the program’s parse tree has been produced because of the process.

• State transition graph generator: At this point, a parse tree is inserted and a state graph for the
user application is generated, which incorporates C++, MPI, OpenACC, and OpenMP. This
graph can be represented by an array or a linked list.

• State graph comparator: During this step, the state graph created in the previous stage is inserted
and compared to the state graphs of the programming models MPI, OpenACC, and OpenMP,
as well as the state graph of C++, which were all created in the previous stage. The output
contains all encountered errors. It is added to the list of potential runtime errors, as well as
the list of actual runtime problems, if there are any differences between the outcomes of these
comparisons. The result of this step that contains actual runtime errors must be addressed by the
developer because they will surely occur if they are not addressed. For example, incompatible
data types, addition of a string to an integer, multiple declarations of the same variable, reference
to a variable before it is declared, and the inclusion of too many arguments in the method call
are discovered at this stage. The potential runtime errors will be used as input for the next phase
of the proposed architecture’s dynamic component.

The dynamic phase of the proposed approach is the second component (see Fig. 2). It is composed
of the following components:

• Instrumentor: This part adds the necessary codes to the user code to detect errors during
runtime. The inputs include MPI, OpenACC, and OpenMP, as well as C++, the assertion
language, and potential runtime errors that were collected during the static phase. Based on
the semantics of the assertion language, the instrumentor will create instrumented source code.
The instrumented source code consists of two types of code: user codes and testing codes. They
are both written in the same programming language as the user code. The result will be a larger
code base because it will include both source code and assertion statements that have been added
as comments.

• Compiler and linker: The resulting code from the previous step will be generated and linked
together, resulting in EXE files that include user executable code as well as additional instruc-
tions for testing the code. The last step is to run these EXE programs, which will make a list of
runtime errors.

The assertion statement was used to discover errors that occurred during the execution of the
program. Before executing the user code, an assertion statement was inserted to detect deadlock errors
and other runtime errors as a comment. The instrumentor was responsible for converting the assertion
statement into a C++ alternative. In this case, the size of the program is large. To reduce the size and
speed up the operation of the program, it is possible to ignore the assertion statement and use only the
user code. In this case the added assertion statement will not affect the performance or speed of the
system because it will be inserted as a comment. However, it should be used to identify runtime errors
during testing.
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Future work will include the implementation of the proposed technique and an evaluation of its
ability to identify runtime errors that resulted from the tri-programming model, including OpenACC,
MPI, and OpenMP, which were implemented in the C++ programming language. Given that it will
be the first of its type to integrate three programming models—OpenACC, MPI, and OpenMP—we
will be unable to compare it to previous work because no similar work has been discovered so far.

8 Discussion

Many debugging and testing tools are available for identifying runtime errors in parallel applica-
tions in a wide range of MPI, CUDA, OpenMP, and OpenACC modules, either individually or in pairs,
all of which are discussed in this research. These programming models have become more popular in
recent years across a wide range of academic domains working toward the development of exascale
computing systems. Debugging and testing techniques are not provided by some integrations, such
as OpenACC, MPI, and OpenMP integration, even though they have become increasingly popular
in recent years. In addition, many applications in mathematics and software specialize in modeling
surgical operations and climate events, wherein errors are difficult to identify due to the large amount
of complexity in which they are performed.

In a distributed computing environment, the MPI programming model is essential because it
distributes work across multiple scalable devices. Five of the thirteen applications designed to enhance
the performance of the world’s most powerful supercomputer utilized OpenACC. that the usage of
OpenACC is anticipated to increase. In recent years, numerous academics have cited OpenMP as
a crucial tool for parallel thread-based programming on shared memory systems, such as multi-
core CPUs, and its widespread use continues to this day. OpenACC is typically preferred for GPU
systems, whereas OpenMP is typically preferred for CPU systems. A coding error may result in runtime
errors that do not manifest during compilation but that have severe consequences and high costs. In
large programs, runtime errors such as deadlock, data race, and livelock cannot be discovered by the
compiler.

Static and dynamic testing are the two testing techniques that we have included in our research.
These two types have been integrated to gain benefits from both techniques. The first component of
the hybrid technique is a static testing approach that evaluates the source code prior to execution to
discover runtime errors. As a result, the programmer may acquire a list of runtime errors and correct
them before the actual run; otherwise, identifying the errors will take a longer time. Potential errors
are forwarded to the second component of the system, which is the dynamic portion, which identifies
errors that occur during runtime. In addition, given the structure and behavior of parallel programs,
examining these programs in real time is a challenging task. Because of this, the amount of effort
required by the testing tool to cover every possible scenario involving the test cases and data would
rise significantly.

Furthermore, because dynamic techniques are affected by the events that may occur during
execution and the possible different test cases, they may have a detrimental impact on the overall
execution time of the system. Nevertheless, by detecting these errors using static techniques, we can
minimize the amount of time required to find them. The kind and behavior of runtime errors, as well
as other factors, dictate which approaches should be employed given that static analysis and other
techniques cannot identify some errors that can be detected through dynamic techniques, whereas
dynamic techniques cannot detect some errors that can be detected through static techniques.
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9 Conclusions

In recent years, increasing interest in high-performance computing has been seen. Building
massively parallelized huge computer systems based on heterogeneous architecture is becoming
increasingly vital for improving performance and enabling exascale computing. One possible way to
achieve this is by merging two or more programming models, such as MPI, OpenMP, and OpenACC,
into a single application. Although the integration delivers several benefits and accelerates the system’s
performance, it is rendered ineffective if it is accompanied by runtime errors that are concealed from the
programmer. Testing such complicated systems by programmers is difficult, and they cannot guarantee
that the program is error-free.

In this paper, we propose a hybrid parallel testing technique for detecting runtime errors in
systems built in the C++ programming language using a tri-programming model, that combines MPI,
OpenMP, and OpenACC. To the best of our knowledge, no testing technique for detecting runtime
errors in systems that incorporate these three programming models has been developed. Static and
dynamic testing techniques are combined in this suggested solution. When the two methods are used
together, a wide range of errors can be found.

A classification of errors that result from this integration is provided. The proposed classification
has three levels. The first level is reached when an error exists in one of the programming models
mentioned. The second level is reached when two errors occur in two of the programming models, and
the third level is reached when all three models contain errors. In future work, the suggested technique
will be applied, and its ability to find runtime errors caused by this integration will be evaluated.
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