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Abstract: The main purpose of the study is to present a numerical approach
to investigate the numerical performances of the fractional 4-D chaotic finan-
cial system using a stochastic procedure. The stochastic procedures mainly
depend on the combination of the artificial neural network (ANNs) along
with the Levenberg-Marquardt Backpropagation (LMB) i.c., ANNs-LMB
technique. The fractional-order term is defined in the Caputo sense and three
cases are solved using the proposed technique for different values of the
fractional order «. The values of the fractional order derivatives to solve
the fractional 4-D chaotic financial system are used between 0 and 1. The
data proportion is applied as 73%, 15%, and 12% for training, testing, and
certification to solve the chaotic fractional system. The acquired results are
verified through the comparison of the reference solution, which indicates
the proposed technique is efficient and robust. The 4-D chaotic model is
numerically solved by using the ANNs-LMB technique to reduce the mean
square error (MSE). To authenticate the exactness, and consistency of the
technique, the obtained performances are plotted in the figures of correlation
measures, error histograms, and regressions. From these figures, it can be
witnessed that the provided technique is effective for solving such models to
give some new insight into the physical behavior of the model.
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1 Introduction

The characteristics based on the dynamics of the system provides the interest of many scientists
with its complex and important features. This behavior depends directly on the parameters, which
are used to describe the physical phenomenon as well as the sensitivity of the dynamical models with
slight change in the initial conditions [1]. These dynamical systems can be widened to have several
applications in various branches of science, engineering, and Eco physics. This terminology has been
introduced and invented by those researchers who are working in the field of simulating financial and
economic systems. This branch deals with some of the physical theories and real-world applications
and techniques applied to financial fields [2-4]. The memory effects in the study based on these
financial models play an important role to understand these complex systems [5]. In economy, the
memory effects can be represented by a fractional order term to describe the model, and hence the
role of the fractional calculus has its presence in this part. The fact that integer differentiations can be
considered as a local operator, cannot be used to describe these financial systems, and become more
realistic through the fractional models to describe the effect of memory on these models.

The concept of fractional calculus has been first introduced by two famous scientists Riemann
et al. [6-9]. Since then, many definitions based on the fractional operators have been used to simulate
different phenomena, including the Caputo fractional operator, Rieman Liouville operator, and others
[10]. Each of these definitions has its properties and drawbacks, which may suit some models more
than others. The definition of the fractional operators in terms of Caputo and Riemann Liouville has
singular kernels and stasis as some of the exceptional criteria including the index law which promote
them to be one of the best definitions in fractional calculus. Nowadays, there has been another rising
definition of fractional operators based on the exponential kernels and the generalized Mittag -Lefler
functions [11] and also by Atangana et al. (AB) [12]. Several problems have been simulated through
different definitions as described. For example, the Caputo fractional derivative has been used to
describe the mosaic disease with some optimal control by Vellappandi et al. [13]. A delayed model
describing the vector-borne plant epidemic has been studied by Kumar et al. [14] to better understand
the behavior of such models. The AB definition can be used to describe the physical phenomenon with
its property of preserving information over some time [15]. Recently, there have been many works on
the definition of Mittag-Leffler with nonsingular Kernel and their possible applications with different
forms. Singh [16] expanded the definition of the Mittag-Leffler law for understanding the rumor
spreading through the fractional dynamical model in social networks. In biology, the application of the
Mittag-Leffler laws was studied by Qureshi et al. [17] for simulating the blood ethanol concentration
leading to some new insight into its dynamics. The smoking dynamic model was investigated by using
some of the definitions by Ugar et al. [18]. This study aims to present a new technique for solving a
fractional order optimal 4D chaotic financial model under some Mittag-Leftler laws in the following
form as:

(Digi (1) = g5(t) + (g5(1) — B)gi (D), 21(0) = H,
(Diga () =1 — Bgy(1) — g1(D), 2,(0) = H,
oDig: () = —g1(0) + y&:(0)g:(1) — wgi (1), g(0) = H;
(Digu(t) = —Rg3 (1) — Mgi(1), 2:(0) = H,,

(1)
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where { D¢ is defined as the Caputo fractional derivative and « are the fractional order that is taken
between O and 1. 8, ¥, w, X and M are all positive parameters in the financial model (1). The model (1)
represents a more realistic form rather than the integer model, since it is known in financial models
that surplus investments are some the examples of investment market contradictions. These points are
of a major effect on the interest rates and control input variables. In addition, this flaw is also affected
by the irregularity subsequent from the organizational adjustment of the prices. This was the main
motivation for using the fractional-order model and trying to adapt some new states of the artificial
neural network (ANNs).

Recently, ANNSs have been considered one of the most important techniques that have been used
to find the solutions to the complex problems. Due to the wide real-life applications in different areas of
science and engineering, scientists have been striving for expanding the applications of these techniques
along with different properties. For example, El-Mahelawi et al. [19] investigated the solution of some
model classifications using the tumors. Sabir et al. [20] adapted the Morlet wavelet neural network for
solving a class of nonlinear system to simulate the nervous stomach system. Also, biology has its share
of the simulations done with the aid of these methods. For example, the influenza disease model is one
of the models that have been solved using a novel design of the ANNs accompanied by the Levenberg-
Marquardt backpropagation [21]. COVID- 19 pandemic is one of the most important models that have
been solved by Umar et al. in [22]. In addition, Umar et al. [23] proposed a computational framework
applying the same algorithm for solving the SIR model, which provides better understanding of dengue
fever. For more details regarding the ANNs-LMB method and its applications, the reader may refer
to [24-28] and references therein.

This work aims to simulate the nonlinear 4-D chaotic financial model represented in the system (1)
to gain more insight into the dynamics of this important model. The ANNs-LMB technique consists
of merging the regular artificial neural networks (ANNSs) along with the Levenberg-Marquardt
backpropagation (LMB), resulting as a new technique. The proposed algorithm is a promising one
since it can deal with different complex problems. The main concept of this algorithm is based on the
samples of training, testing and verification samples to get the obtained solutions by using the accurate
and efficient technique. This method proves to be a valuable key player in stimulating real p = life
phenomena, e.g., the simulation of the heat distribution in the human head and simulated using this
technique as in [29]. Also, ANNSs procedures have been used to solve the third kind of Emden—Fowler
model in [30] by Sabir et al. A new solver based on the Meyer fractional neuro-evolution computing
method for solving a doubly singular fractional kind of systems [31]. Few other applications of the

29 1

stochastic methods can be found [32-37] in references therein.
The novelty of the proposed technique can be summarized in the following few points:

e A model of the 4-D chaotic financial model under some Mittag-Leffler nature and have the
benefit of a more realistic application.

e The proposed technique is used to solve system (1) with the combination of the ANNs-LMB
method.

e The correction of the proposed scheme is observed through the comparison of the proposed
and reference solutions.
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e The absolute error is provided in good measure, which authenticates the proposed solver is an
accurate and reliable to solve the fractional form of the 4-D chaotic financial problem.

e The combined features of the ANNs with the LMB enhance the accuracy of the obtained
results in terms of error for solving the 4-D chaotic financial problem.

The organization of the paper is as follows: Section 2 gives the details of the proposed ANNs-LMB
algorithm. The numerical validation of the proposed technique is examined in Section 3. Concluding
remarks of the study are illustrated in Section 4.

2 Methodology: ANNs-LMB

This section is illustrated the main steps for the proposed technique named the ANNs-LMB
method. This method shall be used to solve the 4-D chaotic financial model represented by Eq. (1)
along with their initial conditions. The main steps of the proposed algorithm may be summarized in
the following few points as:

1- A numerical method with stochastic features based on the ANNs-LMB technique will be used
to solve the model (1).

2- The effectiveness and robustness of the proposed algorithm will be tested for solving the 4-D
chaotic model through the application of the proposed technique.

These main steps are illustrated in Fig. | with the action of the multilayer procedure where the
method is based on the ANNs-LMB stochastic solver. Fig. 1 demonstrates the use of the ANNs-LMB
method for simulating the data and compared it to the reference solution.

3 Numerical Validation

This section is devoted to validating the performance of the proposed technique by using the
numerical results. The performance of the method in solving the problem (1) is tested with three
different cases of the fractional terms. The mathematical representations of the system (1) are simulated
for the setup of parameters in the following form as:

(Digi (1) = g3(t) + (g5() — 0.1)g(9) 21(0)=0.1
(Diga(t) =1 —0.1g3(0) — g1(0), £:(0)=0.2 o
(Digs () = —g1(t) + 0.2g,(0gs (1) — 0.25g,(1), g:(0) = 0.3
§D7gu(1) = —0.3g5(1) — 0.4g7(2), 24(0) =0.4.

Three cases are investigated for the solution of the system (2) with different values of the fractional
order « = 0.6, @ = 0.7, and 0.8, respectively. The complete results have been accomplished using
the ANNs-LMB technique with a training value of 73%, testing of 15%, and certification of 12% to
solve the model (2). The obtained numerical performances using 14 neurons for using the proposed
technique is drawn in Fig. 2.
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1. Methodology

EDEg,(t) = gs(t) + (g2(t) — g, (D),
Dfg,(t) =1 —Bg3(t) —gi (D),
SDFga(t) = — g1 (D) + ¥ g2(D)g3(t) — @ g (t)

6DFga(t) = —R gy (t) — M g5(t)

2. Simulations of Results
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Figure 1: Workflow illustrations of the proposed method for the fractional-order chaotic financial
model
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Hidden Output

Figure 2: Schematic diagram for the proposed technique to solve the model (2)

The acquired results of the proposed 4-D chaotic system are presented in Tab. 1. The graphical
representations of the obtained results for simulating the solution for model (2) are demonstrated
in Figs. 3-9. In addition, the performance measures for three cases are provided in Tab. 1. Figs. 3a—
3t provides the MSE measure for three cases with different values at epochs as 176 for case I, 165
for case II, and 122 for case III. It can be noticed through these Figs based on the validity and
excellent performances of the ANNs-LMB technique producing results of the MSE of 3.281 x 107
for the case I, 2.44 x 107" for case II and 9.64 x 10~ for case I11. In addition, the gradient value for
simulating model (2) for solving the 4-D chaotic financial system is found to have 3.457 x 10~ for
the case I, 9.86 x 10~ for case II and 9.83 x 10~ for case III. Figs. 4a—4f represents the exactness
and convergence of the ANNs-LMB for the model (2). These fitting curves are plotted and these
results are based on the comparative performance of the obtained results through the application of
the proposed method. These plots are drawn based on the EH results for approximating model (2) and
these values lie in 4.20 x 10~% for the case I, 1.70 x 107% for case II and 2.75 x 10~ for case III. The
verification of the performance of the proposed ANNs-LMB technique is measured through some
regression performance measures that can be seen in Figs. 5-7 for cases I, I1, and 111, respectively. The
correlation measures indicate that the regression performance is calculated as one, which proves the
perfect model. FFig. 8 provides a comparison of the results obtained for different three cases with some
reference results that ensure that the provided method is effective. The AE using the comparative are
drawn in Fig. 9 for the 4-D chaotic model. One can find from these data and plots that the acquired
results and reference solutions are overlapping for each case of the 4-D chaotic system. The results
matching signify the perfection, significance, and precision of the scheme. In addition, the value of the
AE for the case I and II is around 10~ and around 10~ for case III.

Table 1: Acquired results to solve the chaotic financial system

Case MSE Performance Gradient Mu Epoch Time

Training Verification Testing

1 898 x 107 3.28x 107 1.09x 107 898 x 10" 3.46x10” 1x10® 176 3
2 512x 107 243x 107" 648 x 107" 512x10® 987x10% 1x10*® 165 3
3 337 x 107 9.63x 107 1.10x 107® 3.38x 10 994 x 10 1x107"° 122 2
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4 Conclusion

The current study aims to investigate the numerical simulation of a 4-D chaotic financial
system under some Mittag-Leffler laws using a combination of the artificial neural network and the
Levenberg-Marquardt backpropagation techniques named the ANNs-LMB technique. The fractional
order derivatives have been implemented to perform more realistic solutions of the 4-D chaotic
financial system. The computational scheme is applied for three variations of the fractional kinds
of models using different fractional values. The statics proportions have been applied as 73%, 15%,
and 12% for training, testing, and certification for the 4-D chaotic model. The number of neurons
used is 14 to solve the model. The numerical outcomes for the nonlinear fractional chaotic system are
obtained by using the ANNs-LMB technique in order to reduce the MSE for the acquired approximate
solutions. To ensure the reliability, and effectiveness of the scheme, the numerical measure is plotted
and compared to a reference solution. The absolute error is provided in good ranges, which shows the
competence of the proposed stochastic solver. The performance of the technique is witnessed to be
ideal for the proposed model in terms of precision and accuracy.

Future Research Directions: The method can be considered a promising new solver, which can be
applied to solve more complicated nonlinear problems [38—43].
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