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Abstract: Networks based on backscatter communication provide wireless
data transmission in the absence of a power source. A backscatter device
receives a radio frequency (RF) source and creates a backscattered signal
that delivers data; this enables new services in battery-less domains with mas-
sive Internet-of-Things (IoT) devices. Connectivity is highly energy-efficient
in the context of massive IoT applications. Outdoors, long-range (LoRa)
backscattering facilitates large IoT services. A backscatter network guaran-
tees timeslot-and contention-based transmission. Timeslot-based transmis-
sion ensures data transmission, but is not scalable to different numbers of
transmission devices. If contention-based transmission is used, collisions are
unavoidable. To reduce collisions and increase transmission efficiency, the
number of devices transmitting data must be controlled. To control device
activation, the RF source range can be modulated by adjusting the RF
source power during LoRa backscatter. This reduces the number of trans-
mitting devices, and thus collisions and retransmission, thereby improving
transmission efficiency. We performed extensive simulations to evaluate the
performance of our method.

Keywords: Backscatter communication; LoRa backscatter; RF source range
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1 Introduction

Recent advances in computer systems have made it possible to collect and transport information
using small devices with hyper-connectivity and wireless communication capabilities; these Internet-of-
Things (IoT) devices provide services through the collected information. The IoT involves long-range
(LoRa) communications including Long Term Evolution Category M1 (LTE-M), NarroBand-Internet
of Things (NB-IoT), and long-range wide-area networks (LoRaWANs). The IoT enables intelligent
management of smart cities, in which many sensors and actuators are connected to a wide-area network
(WAN) network. Information needed for city management is collected from IoT devices and used to
provide intelligent services. For smart-city application, energy-constrained IoT devices are essential,
but pose challenges for IoT engineers [1–5].
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To reduce energy consumption, many IoT devices use low-power systems including ZigBee,
Bluetooth Low Energy (BLE), and LoRa systems. However, all battery-driven devices consume power.
IoT devices for smart cities may be located in inaccessible places, and battery replacement may be very
difficult or impossible; battery-less communication is thus required. One solution to this is backscatter
communication (BackCom); power is delivered by an external radio frequency (RF) source [2,3,6,7]
and the devices transmit data. The signal received at the power source is remodulated and reflected, and
the information is then transmitted. A typical BackCom network has an RF source, and a backscatter
sender and receiver [8,9]. Fig. 1 shows a typical network. The RF source generates an incident signal
from which the BackCom device harvests energy used to transmit data to a receiver.

Figure 1: A typical BackCom network

BackCom systems are classified as monostatic or bistatic [8]. In a monostatic system, the RF
source includes the BackCom receiver. The BackCom device receives the incident signal, harvests
energy, and transmits data to the RF source. In contrast, a bistatic BackCom system separates the
BackCom receiver from the RF source. The device receives a signal from the RF source and transmits
data to the BackCom receiver. Both systems can be applied to smart cities. Fig. 2 shows monostatic
and bistatic BackCom systems.

Figure 2: Monostatic and bistatic BackCom systems

LoRa communications are characterized by very low data transmission rates within narrow
frequency bands and generally involve simple contention-based medium access control protocols,
such as Additive Links On-line Hawaii Area (ALOHA) random access. Thus, if collisions occur,
data are retransmitted, which causes long delays. As mentioned above, several LoRa communication
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devices are available. When all of them transmit data, the probability of collisions increases, requiring
frequent retransmission. LoRa backscattering systems exhibit severe energy constraints that affect
their behavior. It is important to reduce the collision probability during data transmission. The
backscattering devices of BackCom systems are activated using incident signals as energy sources;
the devices then deliver data. Thus, by adjusting the range of the incident signal, the number of
activated BackCom devices in the network can be changed. When the number of activated devices is
reduced, transmission collisions are reduced. We controlled BackCom device activation by adjusting
the transmission power of the RF incident signal. The transmission powers of RF modules for LoRa
communication can be adjusted to control the range of the incident signal.

The rest of this paper is organized as follows. Section 2 describes relevant work on LoRa BackCom
systems. Section 3 presents the method that we use to control activation of BackCom devices.
Section 4 presents extensive computer simulations for performance evaluation. Section 5 provides the
conclusions.

2 Background

In massive IoT services, many IoT devices operate in various bservice domains. Not all battery-
driven devices can support large IoT services such as smart-city applications. As mentioned above,
it may be impossible to replace or recharge the batteries of some IoT devices. Battery-driven and
BackCom devices may be deployed together in large-scale IoT services. BackCom devices use wireless
power to operate in an “energy harvest-then-transmit” manner [6,10]. Energy harvesting is a major
challenge. BackCom devices use two types of RF sources. The first is a dedicated source, termed a
power beacon center (PB-center). BackCom devices receive RF signals from PB-centers and harvest
energy. When the energy is adequate, BackCom devices attempt to transmit data. If there is no PB-
center, BackCom devices need another RF source, and thus employ ambient RF signals such as
cellular, TV broadcast, and public WiFi signals [8].

In LoRa communication technologies, the RF source can activate BackCom devices over a large
range. When a BackCom device receives a signal from a LoRa gateway, the signal power is determined
by the transmission power of the gateway and the path loss of the signal (PL) [11] (Eq. (1)), i.e., the
sum of the signal-to-noise ratio (SNR) gain (γ ) and noise power (Pn).

Prx = Ptx − PL(d) = γ + Pn, (1)

where d is the distance (km) between the RF source and BackCom device. For outdoor communication,
the path loss is that of the International Telecommunication Union (ITU) [1]. In line-of-sight (LoS)
operation, the wireless path loss is given by Eq. (2):

PL(d) = 32.45 + 20log10(fc) + 20log10(d), (2)

where d is as in Eq. (1) and fc is the carrier frequency (MHz). When the transmission power and
distance from the RF source are known, the received power can be calculated; if this exceeds the
receiver sensitivity, the BackCom device harvests energy and transmits data.

A general BackCom system allows a single receiver to connect to multiple BackCom devices. For
multiple wireless access points, several access technologies are required. A BackCom system may
employ conventional media access technologies including space division multiple access (SDMA),
frequency division multiple access (FDMA), code division multiple access (CDMA), time division
multiple access (TDMA), and carrier sense multiple access (CSMA). SDMA searches the available
space for communications; however, a directional antenna is required, which increases complexity.
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FDMA divides the frequency band, but operation is complex when processing signals in the fre-
quency domain. CDMA allocates orthogonal codes to the devices for signal modulation, but this
increases system complexity. As mentioned above, LoRa BackCom devices have inadequate computing
resources [8]. As the energy requirements are large, SDMA, FDMA, and CDMA cannot be used, so
TDMA and CSMA are applied. TDMA guarantees stable transmission without collisions. However,
in LoRa IoT applications, the devices activated to transmit data change frequently. In such a scenario,
TDMA cannot provide scalability. CSMA allows any device to transfer data. Although collisions
occur, CSMA allows scalability of large-scale networks. Therefore, when CSMA is applied to LoRa
BackCom systems, a method that reduces collisions is required.

We controlled the transmission power of the RF source to in turn control the activation of
BackCom devices in a network. By adjusting the RF signal range, the number of activated BackCom
devices is controlled and the collision probability during channel access is reduced.

3 Long-range Backscattering
3.1 RF Source Range Control

LoRa communication-based backscattering covers wide areas. The LoRa gateway serves as both
the RF signal source and data collector. We used a monostatic system wherein BackCom devices
transmit data to the RF source after harvesting energy for operation (as mentioned above). To transmit
data wirelessly, we use simple contention-based media access control (ALOHA). LoRa communication
uses a narrow industrial, scientific, and medical (ISM) frequency band (915 MHz in the USA) and
data transmission is slow [12,13]. Although retransmission is possible, it should be minimized. To
improve the probability of successful data transmission, it is necessary to adjust the number of
devices participating in transmission by varying radio channel operation. This reduces the risk of data
collisions during transmission. In LoRa BackCom systems, the BackCom devices harvest energy and
then attempt data transfer. Several forms of transmission power may be employed; the RF signal
range can be adjusted by configuring the power configurations [12]. Activation of BackCom devices
is controlled by varying the range of the RF source.

Fig. 3 shows the pseudo-code for RF source range control of LoRa BackCom systems. The
system employs two parameters: TxLv and RCnt. TxLv is the transmission power of the LoRa RF
source. RCnt is a count (variable) that controls the LoRa transmission power from level 0–10 [11]. The
maximum transmission power (level 0) is 30 dBm and the minimum transmission power (level 10) 10
dBm. Transmission power is reduced by 2 dBm for each level (Eq. (3).

TxPower = 30 dBm − 2 × TxPowerLevel (3)

On initialization, all parameters are set to 0. The system adjusts the RF source range by changing
the parameters when a certain amount of time has elapsed (line 1). Before this adjustment, the LoRa
gateway checks the channel conditions. Recently, machine-learning algorithms have been applied in
various ways to recognize channel conditions such as congestion [14–16]. There are several possible
methods, which we do not discuss them here. If the channel is congested, the number of devices
participating in data transmission is decreased by reducing the RF source range (i.e., the transmission
power). TxLv is increased by 1. If there is no congestion, RCnt is increased by 1 (lines 2–7). When RCnt
reaches its threshold, TXLv is lowered by 1, RCnt is initialized to increase the transmission power of
the RF source (lines 8–11), and the timer is reset (line 12). If the congestion is severe, the RF source
quickly decreases the signal power; otherwise, it increases the power gradually.
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Figure 3: Pseudo-code for the RF-source range control

3.2 RF Source Transmission Power Analysis

The transmission range according to the transmission power can be analyzed using Eqs. (1)–(3).
Eq. (1) determines the power received by a device. In general, when this is higher than the receiver
sensitivity, the device recognizes received data. BackCom devices require high levels of received power
for energy harvesting. The received power is related to the energy harvesting efficiency. Thus, a
low received power requires a long energy harvesting time. Therefore, high-powered RF signals are
optimal. During 915-MHz LoRa communication, the receiver sensitivity is–121 dBm for a 10 kbps
data rate [17]. To decode data from the received signal, the received power should be higher than
the receiver sensitivity. If the energy harvesting level of a BackCom device is assumed to be 35 dB,
the receiver sensitivity becomes–86 dBm. The activation ranges of BackCom devices according to the
transmission power of the RF source are listed in Tab. 1

where the yellow area indicates the activation range. When the transmission power is reduced, the
activation range is also reduced. The BackCom devices transmit data within the activation range. If
the received RF signal is less than the receiver sensitivity of the BackCom device, the device waits for
the next opportunity to transmit. Thus, by adjusting the transmission power of the incident signal
from the RF source, the number of BackCom devices participating in the network can be adjusted.

Table 1: Received power according to the distance and transmission power

d/PTX 30 28 26 24 22 20 18 16 14 12 10

1 −61.68 −68.68 −65.78 −67.68 −69.68 −71.68 −73.68 −75.68 −77.68 −79.68 −81.68
2 −67.70 −69.70 −71.70 −73.70 −75.70 −77.70 −79.70 −81.70 −83.70 −85.70 −87.70
3 −71.22 −73.22 −75.22 −77.22 −79.22 −81.22 −83.22 −85.22 −87.22 −89.22 −91.22

(Continued)
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Table 1: Continued
d/PTX 30 28 26 24 22 20 18 16 14 12 10

4 −73.72 −75.72 −77.72 −79.72 −81.72 −83.72 −85.72 −87.72 −89.72 −91.72 −93.72
5 −75.66 −77.66 −79.66 −81.66 −83.66 −85.66 −87.66 −89.66 −91.66 −93.66 −95.66
6 −77.24 −79.24 −81.24 −83.24 −85.24 −87.24 −89.24 −91.24 −93.24 −95.24 −97.24
7 −78.58 −80.58 −82.58 −84.58 −86.68 −88.58 −90.58 −92.58 −94.58 −96.58 −98.58
8 −79.74 −81.74 −83.74 −85.74 −87.74 −89.74 −91.74 −93.74 −95.74 −97.74 −99.74
9 −80.76 −82.76 −84.76 −86.76 −88.76 −90.76 −92.76 −94.76 −96.76 −98.76 −100.76
10 −81.68 −83.68 −85.68 −87.68 −89.68 −91.68 −93.68 −95.68 −97.68 −99.68 −101.68
11 −82.51 −84.50 −86.51 −88.51 −90.51 −92.51 −94.51 −96.51 −98.51 −100.51 −102.51
12 −83.26 −85.26 −87.26 −89.26 −91.26 −93.26 −95.26 −97.26 −99.26 −101.26 −103.26
13 −83.96 −85.96 −87.96 −89.96 −91.96 −93.96 −95.96 −97.96 −99.96 −101.96 −103.96
14 −84.60 −86.60 −88.60 −90.60 −92.60 −94.60 −96.60 −98.60 −100.60 −102.60 −104.60
15 −85.20 −87.20 −89.20 −91.20 −93.20 −95.20 −97.20 −99.20 −101.20 −103.20 −105.20

3.3 Data Transmission Control for BackCom Devices

After energy harvesting, BackCom devices decide whether to transmit data (depending on their
activation status). Devices near the RF source can always transmit data. In contrast, distant devices
cannot transmit if the RF signal does not reach them. To avoid such “unfairness”, a data transmission
control system is necessary. In our method, the unfairness problem is solved by transmission priority.
The devices that lose a transmission opportunity after energy harvesting are prioritized over devices
near the RF source. Thus, when a device with a high priority obtains another transmission opportunity,
it transmits data rapidly. Fig. 4 shows the data transmission control system.

Figure 4: Pseudo-code for data transmission control

As mentioned above, BackCom devices transmit data after energy harvesting. If no energy
is harvested, transmission occurs (line 1). When energy harvesting is complete, the device state is
classified into one of two types depending on the reception of the RF signal. The device is placed
in or out of the RF source range using source range control. If an RF signal does not reach the
device, that device (now with a high transmission priority) waits for the next transmission opportunity.
Otherwise, the device attempts to transmit using its existing transmission priority (lines 2–6). The
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method prioritizes devices that miss transmission opportunities; this prevents the unfairness caused
by RF source range control.

4 Performance Evaluation

We tested our method and a typical LoRa backscattering system using C and the SMPL library
[18] for event-driven simulation (Section 4.1 below). The three performance metrics tested were
goodput, the average transmission delay, and the average power of the RF source.

4.1 Simulation Environments

The simulated BackCom network had a single gateway node and 50 BackCom devices deployed
randomly within 15 km of the RF source gateway (which periodically broadcasts an RF signal for
energy harvesting by the BackCom devices). When an event occurs, data traffic are generated in the
devices and transmitted to the gateway via single-hop transmission. The traffic generation exhibits an
exponential distribution (mean: 30 min). The data packet size is 500 bytes and the data transfer rate is 10
kbps. The LoRa transmission slot time is 500 ms [12]. A contention-based system is employed for data
transmission. The wireless channel state changes exponentially (mean: 10 min); this state determines
the collision probability. If transmission fails because of a collision, one retry is allowed. The wireless
channel state and collision probability are modeled in Section 4.2. The simulation time is 24 h. Tab. 2
lists the simulation parameters.

Table 2: Simulation parameters

Parameters Values

# of devices 50
gateway range ∼ 15 Km
packet size 500 bytes
data rate 10 Kbps
slot size 500 msec
wireless access Contention-based scheme
retry 1
traffic generation Exponential(30 min)
wireless channel state Exponential(10 min)
simulation time 24 h

4.2 Wireless Channel Model

The wireless channel is modeled using a two-state Markov chain. The states may be good or bad;
the state transition probabilities are p and q from good to bad and bad to good, respectively. When
the state transition probabilities are as shown in Fig. 5, the stationary probability in each state is the
limiting probability of the Markov chain [19,20].

The probabilities of good and bad states are calculated as follows:

P[G] = q
p + q

, P[B] = p
p + q

. (4)
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Figure 5: The wireless channel model

The transition probabilities p and q are set to 0.6 and 0.3. The wireless state probability is
determined by these probabilities, and the state probability affects the collision probability. The
collision probability can be calculated from the Poisson distribution [19,21]. The random variable X
is the number of data packets in the wireless channel. The probability that there are n packets is:

P[X = n] = e−λt (λt)n

n!
, (5)

where λ is the inter-arrival time of data packets and t is the slot time. For successful data transmission,
there should be no packets in the channel. Thus, when n is 0, data transmission is successful (i.e., there
are no collisions). This probability is given by:

P[X = 0] = e−λt. (6)

The collision probability becomes:

P[C] = 1 − P[X = 0] = 1 − e−λt. (7)

The collision probability depends on the value of λ, which varies according to the wireless channel
state. In the simulation, the values of the conventional method (bad and good states) are 0.7 and 0.2,
respectively. However, in our method, λ can be adjusted via RF signal range control. Initially, λ is set
to the value of the conventional method depending on the channel state. Thereafter, for a bad state,
the transmission power level of the RF source is used to determine λ, as follows:

λ = λ − (PwrLv ∗ 0.05) . (8)

4.3 Simulation Results

Fig. 6 shows the goodput (ratio of successful transfers to total transfer attempts). Our method
performs better than the conventional method. When a wireless channel is in high demand, transmis-
sion failures are frequent (because of collisions). Our method adjusts the RF signal range to reduce the
collision probability by restricting the number of activated BackCom devices. Transmission efficiency
and goodput thus improve.

Fig. 7 shows the average transmission delays during BackCom uplink transmission. These delays
are reduced because transmission efficiency is improved via RF signal range control. The transmission
delays of devices deprived of transmission opportunities increase after energy harvesting. However,
these devices have higher priority during the next transmission opportunity. The results show that the
average transmission delay of our method is lower than that of the conventional method because there
are fewer collisions caused by congestion. It is important to control the number of active devices to
enhance transmission efficiency.
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Figure 6: Simulation result: goodput

Figure 7: Simulation result: average transmission delays

Fig. 8 shows the average RF signal power at the gateway, which is controlled. If the power is
reduced, the signal is reduced, as is the number of activated BackCom devices and, by extension,
the collision probability. Gateway power consumption is also reduced. The conventional method uses
the maximum possible RF signal power. However, our method controls the RF signal power. As the
simulation progresses, gateway power consumption falls.
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Figure 8: Simulation result: average RF-signal power at the gateway

5 Conclusion

BackCom allows devices to transmit data after harvesting energy; no power source is required.
A LoRa backscatter network provides valuable services within the battery-less domains of massive
IoTs. In a backscatter system, a gateway broadcasts an RF signal for energy harvesting. Using this
signal, backscatter devices within the RF signal range are activated and transmit data. In a LoRa
backscatter system, multiple devices transmit data when an event occurs, leading to data collisions that
reduce transmission efficiency. It is essential to reduce the collision probability; this is made possible by
reducing the number of activated devices. In our method, we use the RF signal power to this end, and
performance was better than the conventional method in terms of goodput and average transmission
delay; gateway power consumption was also reduced.
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