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Abstract: Communication in society had developed within cultural and
geographical boundaries prior to the invention of digital technology. The lat-
est advancements in communication technology have significantly surpassed
the conventional constraints for communication with regards to time and
location. These new platforms have ushered in a new age of user-generated
content, online chats, social network and comprehensive data on individual
behavior. However, the abuse of communication software such as social
media websites, online communities, and chats has resulted in a new kind of
online hostility and aggressive actions. Due to widespread use of the social
networking platforms and technological gadgets, conventional bullying has
migrated from physical form to online, where it is termed as Cyberbullying.
However, recently the digital technologies as machine learning and deep
learning have been showing their efficiency in identifying linguistic patterns
used by cyberbullies and cyberbullying detection problem. In this research
paper, we aimed to evaluate shallow machine learning and deep learning
methods in cyberbullying detection problem. We deployed three deep and six
shallow learning algorithms for cyberbullying detection problems. The results
show that bidirectional long-short-term memory is the most efficient method
for cyberbullying detection, in terms of accuracy and recall.
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1 Introduction

Threats, online harassment, disgrace, fear, and other forms of cyberbullying are characterized as
new forms of violence or bullying that are perpetrated through technical gadgets and the World Wide
Web [1,2]. With the development of the digital technologies and social media, the internet has become
a global means of communication, allowing individuals from all walks of life to express themselves.
As a result, the internet has amassed a vast quantity of data and has evolved into a strong source of
information.

Cyberbullying has grown in popularity as a result of technical advancement and increased acces-
sibility. In addition to the emotional, social, and intellectual consequences of cyberbullying and online
harassment, many victims of cyberbullying have attempted suicide as a result of their psychological
trauma [3]. Cyberbullying has been recognised as a growing global issue, with preventative measures
being considered for prospective victims. Consequently, research studies should look at detecting
cyberbullying and devising preventive methods [4,5].

Traditional approaches are, however, difficult to scale and assess in this situation. These strategies
are often based on human patterns and social networking sites with comparatively small data sampling
[6]. When these technologies are applied to massive online social networks with vast size and scope,
various challenges arise. Besides, the rapid rise of social networks encourages and disseminates violent
behavior by offering venues and media platforms for perpetrating and propagating it. On the other
side, social networks provide valuable information for studying human behavior and interactions on
a wide scale, and researchers may utilize this information to create effective ways for identifying and
limiting misbehaving and/or violent behavior. Besides, social networks offer a platform for criminals
to conduct illicit acts. To identify and limit aggression and violence in complex systems, the approaches
that target both components as content and network should be improved.

Figure 1: Flowchart of Shallow-to-Deep cyberbullying detection

In light of shallow and deep models, Fig. 1 depicts a flowchart of the methods involved in text
categorization. Numerical, picture, and signal data are not the same as text data. It necessitates the
cautious use of natural language processing (NLP) methods. Preprocessing text data for the model
is the first and most crucial step. Shallow learning algorithms often need artificial ways to generate
acceptable sample features, which are subsequently classified using traditional machine learning
techniques. As a result, feature extraction severely limits the method’s practicality.

In this paper, we applied six shallow learning and three deep learning methods on cyberbullying
detection problem in social media for assessing the effectiveness of each method and to determine the
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most advantageous features for the given problem. In order to achieve the assigned goal, firstly we
review the state-of-the art researches. The result of literature review is described in Section 2. Section
3 explains problem statement. Section 4 explains materials and methods including description of each
algorithm and architecture of deep learning techniques for cyberbullying detection problem. Section
5 demonstrates obtained experiment results. Section 6 discuss the results by indicating advantages and
disadvantages of each method. At the end of the paper, we conclude the study referencing the main
results and future work.

2 Related Works

Cyberbullying detection has been widely researched, beginning with user studies in the social
sciences and psychology sectors, and more recently shifting to computer science with the goal of
building models for the automated identification. It is worth noting that the first research on the
automated identification of cyberbullying was published in 2009 [7]. To identify online harassment,
the researchers used feature learning approaches and a linear kernel classifier on three separate data
sets. The first dataset came from a chat-style platform, while the others came from discussion-style
groups. Although the experimental findings were insufficient, the study inspired more investigation
with regard to the issue.

Detecting abusive language and cyberbullying via social media has become more critical in order
to avoid future damage. As a result, various researches have been conducted for over a decade to call
for action on the issue of cyberbullying. The next research [8] utilized a machine learning technique
to identify vandalism in Wikipedia. To identify cyber-violence from sexual abusers via the internet,
Sadiq et al. [9] applied the methods of text analysis and communication theory. Sarac Essiz et al. [10]
used an extension of the least-square support vector machine (SVM) to identify online spam assaults
in social media. To assist online harassment, Gomez et al. [11] applied traditional machine learning
methods for text classification. Many authors have tried to identify cyberbullying using various
machine learning algorithms all throughout the internet, particularly in social media [12]. The use
of expanded machine learning approaches to identify cyberbullying has achieved significant progress
in recent years [13].

To train embeddings, a recent research in cyberbullying detection has mostly focused on employing
recurrent neural networks (RNN) and pre-trained models using plain tokens [14]. Other studies
offer alternative solutions [15], by using psychological variables such as personalities, attitudes, and
emotions in order to improve automated cyberbullying-related texts classification. However, these
results were obtained by means of the rudimentary models. Despite its promising prospects, the use of
language preprocessing and linguistic word embedding to enhance classification performance has not
been researched further.

The researchers have been working on cyberbully identification for many years, hoping to discover
a mechanism to manage or prevent cyberbullying on social networking sites. Victims of cyberbullying
are unable to deal with the emotional toll of receiving aggressive, frightening, demeaning and angry
texts. The problem of cyberbullying must be explored in terms of identification, prevention and
mitigation in order to limit its destructive impacts.

Reference [16] investigated the prediction performance of n-grams, part-of-speech, and sentiment
analysis data based on lexicons for cyberbullying identification. Similar characteristics were used not
only to recognize poorly graded cyberbullying, but also to detect finer-grained cyberbullying classes
[17]. Content-based characteristics are often utilized in recent methods to cyberbullying detection [18],
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due to their perceived simplicity. In fact, according to [19], more than 41 articles have used content-
based characteristics to identify cyberbullying, indicating that this sort of information is critical for
the job.

However, semantic features generated from topic design model [20], word embeddings, and
knowledge discovery [21] are increasingly being integrated with content-based attributes. In recent
years, several experiments have been undertaken on the contribution of machine learning algorithms
to social network data analysis. Numerous models, techniques, and approaches were applied for
processing big and unstructured data as a result of machine learning research [22]. Social media content
has been widely analyzed for spam, phishing, and cyberbullying prediction [23–25]. Spam spread,
phishing, malware dissemination, and cyberbullying are all examples of aggressive conduct. Due to
the fact that social networking sites provide users the freedom to publish on their services, textual
cyberbullying has been the most common hostile conduct [26–28].

In conclusion, it is important to point out the significance of the study as well as its uniqueness
concerning the investigation of the cyberbullying phenomena caused by students’ hatred against
other race, ethnic, or religious groups. This feature, which has already been emphasized, is of utmost
significance in current online learning settings, which mirrors the cultural variety of modern world [29].
In order to achieve the desirable outcome, the research makes use of a tool that has been modified and
shown to be reliable. This instrument is made up of questions that demonstrate anti-values such as
intolerance, xenophobia, or a lack of empathy towards cultural variety [30]. In contrast to the findings
of other studies [31,32], in which cyberbullying was analyzed as a broad construct of the connections
that students display while they are online, our results show that cyberbullying is a specific kind of
behavior. Even if cases of cyberbullying take place in multicultural settings, this kind of motive for
cyberbullying is still quite clear to see. In addition, the study takes into consideration the cultures,
races, and ethnicities of the multicultural sample that was used in the first place. Due to the fact that
the findings allow us to clearly outline which of the evaluated groups are more likely to be victims
due to the non-acceptance of the cultural context, lifestyles, or physical features of the other, we can
assume that the results have given us the ability to clearly highlight which of the evaluated groups.

3 Problem Statement

In comparison with the challenge of cyberbullying classification, the issue of early detection of
cyberbullying on social networking sites might be regarded to be distinct. In this instance, there is a
collection of social media sessions, which we will refer to as “S”. Thus, there is a possibility that some
are acts of cyberbullying. Eq. (1) shows how a series of social network sessions is characterized:

S = {
s1, s2, . . . , s|S|

}
(1)

where |S| means the number of sessions, si refers to session i.

Each session, s ∈ S, is composed of many posts placed one after another, denoted as Ps, and a
indication of binary value bs, determines whether or not the exact interaction in question constitutes
cyberbullying (bs = true) or not (bs = false). The order in which postings are made during a particular
session will shift throughout the course of time and be determined by:

Ps = (〈
PS

1 , tS
1

〉
,
〈
PS

2 , tS
2

〉
, . . . ,

〈
PS

n , tS
n

〉)
(2)

where the tuple
〈
PS

k , tS
k

〉
, k ∈ [1, n] represents the k-th post for social network session and s is the

timestamp when post PS
k is published.
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At the same time, a vector of characteristics PS
k is used to uniquely identify each post:

PS
k =

[
f S

k1
, f S

k2
, . . . , f S

kn

]
, k ∈ [1, n] (3)

Presented with a social media session s, the goal is to determine if the session is related to
cyberbullying while analyzing as few postings Ps as feasible. Therefore, the goal is to learn a function
f
(
bs | si,

〈
Psi

1 , tsi
1

〉
, . . . ,

〈
Psk

k , tsk
1

〉)
to classify if a text is cyberbullying-related or non-related.

4 Materials and Methods

This section discusses the evaluation metrics of each classifier that was utilized, in addition to
describing the dataset that was utilized for the purpose of detecting instances of cyberbullying on
social network.

4.1 Dataset

Theoretical and practical difficulties arise when we attempt to identify cases of cyberbullying on
social networking sites by searching for cyberbullying-related keywords or by using machine learning
for classification purpose. From a more pragmatic point of view, the researchers are still working
on identifying and categorizing inappropriate information based on the learning model. To create
a cyberbullying detection model that is both effective and economical, the classification performance
and the implementation of the appropriate model continue to be significant challenges. In this work,
we evaluated six classification models that are often used in the process of detecting material related
to cyberbullying using three datasets as Twitter dataset [33], Cyberbullying Classification Dataset [34],
Hate Speech and Offensive Language Dataset [35]. Hence, our dataset is comprised of two sections,
each of which is derived from one of two different sources. The development of each classifier will
proceed in accordance with the performance measures that were covered in next sections.

4.2 Model Overview

Fig. 2 is an illustration of the model that has been developed for the detection of cyberbullying.
This model consists of four stages: preprocessing stage, feature extraction, classification stage, and
assessment stage. This section devotes considerable attention to analyzing each step more thoroughly.

Figure 2: Flowchart of the shallow-to-deep cyberbullying detection
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4.3 Feature Extraction

Term frequency-inverse document frequency (TF-IDF). In the process of classifying texts related to
cyberbullying, feature extraction is an essential stage. In order to extract features for the model, we
employed the TF-IDF and Word2Vec approaches. This technique for text feature extraction uses word
statistics as its foundation, and it is a hybrid of two other algorithms known as term frequency (TF)
and inverse document frequency (IDF), which stands for term frequency-inverse document frequency.
This approach simply takes into account those word expressions that are consistent across all of the
texts [36]. As a result, the TF-IDF algorithm is one of the feature extraction methods that is frequently
applied in text detection [37]. In order to process text, Word2Vec is a neural network with two layers
that “vectorizes” the words. It takes a corpora of text as its input and produces a collection of vectors
as its output, which are attribute vectors that represent words inside that structure [38]. The Word2Vec
technique builds a high-dimensional vector for each word by using the Skip-gram model, continuous
bag-of-words (CBoW), and two hidden layers of shallow models [39]. The purpose is to raise the
probability that:

arg max
θ

∏
w∈T

[∏
c∈C

p (c | w; θ)

]
(4)

where T is text, and θ is a parameter of p (c |w; θ ).

Word2Vec Embeddings. Word2vec is a word-embedding tool that was developed by Google [40].
It is both effective and efficient. The word2vec program use a two-layer neural network language
model to educate itself on the vector representations of each individual word. Actually, the application
incorporates distinct models as CBoW and Skip-gram. These two models take opposite approaches
to achieving their respective training objectives. CBoW makes an attempt to forecast a word based on
the words that surround it, while Skip-gram endeavors to anticipate a window of words based on only
single word. Word2vec is able to be trained on a large-scale unannotated corpus despite having limited
computing resources due to the remarkably efficient design and unsupervised training technique that
it utilizes. Word2vec embeddings may be learnt, and via this process, significant linguistic connections
between words can be represented.

Bag-of-Words. To begin the process of extracting Bag-of-Words characteristics, initially a vocabu-
lary that contains unigrams and bigrams must be organized. Terms with document frequencies that are
lower than two are disregarded completely. Several distinct term weighting systems, such as tf-idf and
binary ones, are also viable options in this context [41]. The tf-idf weighting system is the one that we
use in this particular research. The following formula is used to get the tf-idf weight that corresponds
to the i-th word in the j-th document:

wi,j = TFi,j × log
(

N
DFi

)
(5)

4.4 Machine Learning in Cyberbullying Detection

The vast majority of machine learning-based text categorization algorithms depend heavily on
data as an essential component. On the other hand, data is devoid of any significance unless it is
processed in such a way as to provide either information or implications. The data obtained from
social networks are used in the selection process for both the training and testing datasets.

Decision Trees. In the field of machine learning, a decision tree (DT) is a well-known classification
technique that is also one of the inductive learning methods that is used the most often. It can handle
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training data that contains missing values as well as discrete variables. The idea of information entropy
is used in the construction of decision trees, which are constructed afterwards by labelling training data
[42]. Because of their resistance to noisy data and their capacity to learn disjunctive phrases, it would
seem that they are appropriate for text categorization [43].

Random Forest. Random forest (RF) is an ensemble learning method that builds multitudes of
decision tress. A visual approach known as a decision tree is one in which each branch node symbolizes
a choice that may be made between several options. In decision trees, a graphical technique is used to
evaluate and contrast the many available options.

Naïve Bayes. In the realm of machine learning, the Naïve Bayes (NB) algorithm is regarded as one
of the most effective and efficient inductive learning algorithms [44], and it has been implemented as an
efficient classifier in a number of different research projects concerning social media. Bayes is known
as the “theorem of induction.” Given a class variable y and a dependent feature vector x1 through xn,
According to Bayes’ theorem, the following connection exists:

p (y | x1, x2, . . . , xn) = p (y) p (x1, x2, . . . , xn | y)

p (x1, x2, . . . , xn)
(6)

By making the simplistic assumption of independence, we are able to draw the following equation:

p
(
y | x1, x2, . . . xi−1,xi+1

, xn

) = p (xi | y) (7)

Logistic Regression. This particular machine learning classifier, known as the logistic regression
(LR) classifier, is one of the best-known and widely used methods. The majority of applications for
them involve binary classifications, which result in outcomes that can only be either 0 or 1.

The hypothesis function for logistic regression is generally given as follows:

h (x) = 1
1 + eTx

(8)

An optimized cost function can be given as:

Cost(h(x), y) = −y log(log (h (x)) − (1 − y) log (1 − h (x)) (9)

K nearest neighbors. K nearest neighbors (KNN) technique is a non-parametric approach that
takes a majority vote to decide the class label of x0 and seeks to identify the K neighbors that are
located closest to x0. In the absence of any previous information, the KNN classifier will often resort
to using Euclidean distances as the distance measure.

Support Vector Machine. The Support Vector Machine (SVM) is a supervised approach that was
developed on the basis of statistical learning theories [45]. It is often used for the purpose of identifying
anomalies and network intrusions. Let x1, x2, . . . , xn be training set, which are expressed as vectors in a
certain space X ⊆ Rd. These data are labeled y1, y2, . . . , ym, where y1 ∈ (−1, 1) SVMs may be reduced
to their most basic form, which is a hyperplane that divides the training data by the greatest possible
margin. Class (−1), which is located on one side of the hyperplane, contrasts with class (1), which is
located on the opposite side of the plane. In this scenario, non-cyberbullying behaviors are located on
one side of the hyperplane, while cyberbullying behaviors are located on the other side.

4.5 Deep Learning in Cyberbullying Detection

Long Short Term Memory. The Long Short Term Memory (LSTM) is a type of Recurrent neural
network that is able to successfully retain information for an extended length of time by including a
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“memory cell”. “The input gate,” “the forgetting gate,” and “the output gate” are primarily responsible
for controlling the behavior of the memory cell. The input gate is responsible for activating the process
of information being input into the memory cell, while the forgetting gate is responsible for selectively
erasing some information that is stored in the memory cell and activating the storage in preparation
for the subsequent input. Last but not least, the information that will be sent out of the memory cell
is determined by the output gate.

Fig. 3 is an illustration of the LSTM network’s organizational structure. Each box has a unique
set of data, and the lines with arrows signify the flow of data between various sets of data. It is possible
to comprehend how LSTM retains memory for an extended length of time by referring to Fig. 3.

Figure 3: Flowchart of the LSTM

LSTM takes a set of input sequences as a xi vector, x = (x1, x2, . . . , xt) and outputs a yi vector, y
= (y1, y2, . . . , yt), which is computed using to the next equations:

it = σ(Wixxt + Wimmt−1 + bi) (10)

ot = σ(Woxxt + Wommt−1 + bo) (11)

ft = 1 − it) (12)

tct = g(Wcxxt + Wcmmt−1 + bc) (13)

tct = ft � ct−1 + it � tbt) (14)

mt = ot � ht (15)

yt = ∅(Wymmt + by) (16)

Within those calculations, i indicates the input gate, while o is output gate, ht is the forget gate. tc
is the data supplied to the memory cell, and c comprises cells activation vectors, and m is the data the
memory cell produces. W denotes weight matrices (e.g., Wix denotes the weight matrix from input x
to the input gate i). b is the bias, while is cell input activation function and h is the cell output activation
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function, considered as tanh or inear function. � is the point product in a matrix. φ is the activation
function of the neural network output.

Within those calculations, i indicates the input gate, while o is output gate, f is the forget gate.
tc is the data supplied to the memory cell, and c comprises cells activation vectors, and m is the data
the memory cell produces. W denotes weight matrices. b is the bias, while g is cell input activation
function and h is the cell output activation function, considered as tanh or linear function. � is the
point product in a matrix. φ is the activation function of the neural network output.

Following the completion of a series of tests, we have determined that, in comparison to the f t
standard equation, (14) is less complicated and requires less effort to converge. Not only the total
amount of time spent in training decreases, but also the total number of iterations deteriorates as well.
As a result, instead of using the f t standard equation to compute f t in the neural networks, we utilize
the formula (14).

Bidirectional Long Short Term Memory. Bidirectional Long Short Term Memory (BiLSTM)
is a kind of recurrent neural network that is most often used in NLP problems. In contrast to a
conventional LSTM, the input travels in both ways, and the system is able to make use of knowledge
through both sides. In addition to this, it is an effective method for representing the sequencing
interdependence that exist between words in both the forward and backward integration of the
sequence. Thus, BiLSTM consists of the addition of one extra layer of LSTM, which inverts the normal
flow of data. To put it simply, it indicates that the extra LSTM layer processes the input sequence in
reverse order. After that, we aggregate the outputs of the two LSTM layers in a number of different
ways, including averaging, summing, multiplying, or concatenating them. To provide an example, the
unrolled version of the BiLSTM is shown in Fig. 4:

Figure 4: Flowchart of the BiLSTM

Convolutional Neural Network. Convolutional neural networks (CNN) uses convolving filters
layers, which are then applied to the local characteristics of interest [46]. CNN models were initially
developed for the purpose of pattern recognition; however, it has since been demonstrated that these
models are also useful for natural language processing. CNNs have achieved great success in semantic
text modeling, querying retrieval, text processing, and other classical NLP problems. The CNN design
that Collobert et al. developed has some similarities to the network model that is shown in Fig. 5.

Let xi ∈ Rk be the k-dimensional word vector that corresponds to the i-th word in a phrase be
denoted by the notation xi Rk. A phrase of length n, with extra words inserted where they’re needed,
is expressed as

x1: n = x1 ⊕ x2 ⊕ . . . ⊕ xn (17)

here ⊕ is the operator for concatenating strings. Generally, let xi:i+j refers to the concatenation of next
values xi, xi+1, . . . , xi+j . The use of a filter w ∈ Rhk is required for a convolution process.
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Figure 5: CNN model architecture

A convolution operation involves a filter w ∈ Rhk, that applied to a certain range of words, results
in the production of a new feature. For instance, the ci feature is produced from a list of words in a
window xi:i+h−1 by next equation:

x1: n = x1 ⊕ x2 ⊕ . . . ⊕ xn (18)

Here b ∈ R is a bias term and f is a non-linear function. This filter is used on every conceivable
permutation of the sentence’s words {x1:h, x2:h+1, . . . , xn−h+1:n} to generate a feature map

x1: n = x1 ⊕ x2 ⊕ . . . ⊕ xn (19)

with c ∈ Rn−h+1. After that, we put the feature map through a max-overtime pooling operation and use
the maximum value c∧ = max{c} as the feature that corresponds to this specific filter [47]. The goal
of this endeavor is to ensure that each feature map accurately depicts the aspect of greatest value and
significance. The various sentence lengths are handled in a natural manner by this pooling approach.

We have discussed the procedure that must be followed in order to extract one feature from one
filter. To get a wide variety of characteristics, the model applies many filters, each of which has a unique
window size. The penultimate layer is formed by these characteristics, which are then sent to a fully
linked softmax layer. The output of this layer is the probability distribution over categories.

5 Experiment Results

Threats arising in the network environment naturally stimulate the development of a research
apparatus for studying their factors, mechanisms, and consequences.

5.1 Evaluation Metrics

In cyberbullying detection research uses Accuracy, Precision, Recall, F-measure, and AUC-ROC
Curve as evaluation parameters.

accuracy = TP + TN
P + N

(20)

precision = TP
TP + FP

(21)
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recall = TP
TP + FN

(22)

F1 = 2 × precision × recall
precision + recall

(23)

5.2 Experimental Results

In cyberbullying detection research uses Accuracy, Precision, Recall, F-measure, and area under
a receiver operating characteristic (AUC-ROC). Fig. 6 demonstrates confusion matrixes for each
algorithms that applied in this study that tested in cyberbullying classification dataset. Using confusion
matrices, we can clear visualize exactly number of classification results in relation to other classes.
There are three types of classes as cyberbullying that is noted as 1, non-cyberbullying that is noted as
0, and neutral class that is noted as 2 in our study.

Figure 6: Comparison of confusion matrices
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Fig. 7 compares the proposed model and all the applied machine learning and deep learning
models in terms of accuracy, precision, recall, and F1-score. As the figure demonstrates, the proposed
deep neural network outperforms all the applied machine learning and deep models in terms of
accuracy, precision, F1-score in all the three datasets.

Figure 7: Comparison of the results for different datasets

The area under the receiver operating characteristic curve with all extracted characteristics is the
AUC performance assessment in each classification. Fig. 8 compares AUC-ROC curves of all the
applied methods and the proposed approach. As, it is noted, deep models demonstrated higher value
than machine learning techniques. The figure shows that the proposed model, LSTM and BiLSTM,
shows the highest AUC-ROC value from the first iteration and along the all graph.

Figure 8: (Continued)
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Figure 8: The ROC curve of the applied models for different datasets

Tab. 1 demonstrates the cyberbullying classification results by applying machine learning and deep
learning methods for three datasets. To evaluate the machine learning and deep learning methods we
used evaluation criteria such as accuracy, precision, recall, and F1-score [48–51].

Consequently, based on its performance rates, the proposed approach may be approved as a
potential approach for detecting cyberbullying in social networking sites. Furthermore, in respect of
all evaluation parameters, the presented deep neural network has the best performance for detecting
cyberbullying in all instances. The proposed approach yielded good results, which may be attributed
to the use of the proposed deep neural network for weight and bias tweaking, as well as a decrease
in training time. The findings show that the proposed deep neural network approach may be simply
adapted to accommodate current short and long texts.
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Table 1: Cyberbullying detection research summary

Dataset Method Method Accuracy Precision Recall F1-score AUC-
ROC

LSTM 89.2% 89.5% 89.8% 89.6% 93%
Twitter
Dataset

Deep
Models

BiLSTM 90.1% 89.6% 90% 89.8% 93%

CNN 90.2% 91.6% 90.4% 89.9% 94%
LR 87.3% 85.2% 86.2% 85.1% 78%
RF 85.6% 83.9% 83.1% 83.7% 92%

Shallow DT 87.4% 83.2% 86.3% 85.1% 80%
Models NB 60.2% 52.4% 58.5% 64.2% 65%

KNN 85.1% 85.4% 82.2% 85.6% 77%
SVM 86.2% 85.3% 83.7% 85.8% 78%
LSTM 89.2% 89.5% 89.8% 89.6% 92%

Cyberbullying
Classification
Dataset

Deep
Models

BiLSTM 90.1% 89.6% 90% 89.8% 92%

CNN 90.2% 91.6% 90.4% 89.9% 93%
LR 87.3% 85.2% 86.2% 85.1% 75%
RF 85.6% 83.9% 83.1% 83.7% 90%

Shallow DT 87.4% 83.2% 86.3% 85.1% 76%
Models NB 60.2% 52.4% 58.5% 64.2% 68%

KNN 85.1% 85.4% 82.2% 85.6% 77%
SVM 86.2% 85.3% 83.7% 85.8% 78%
LSTM 89.2% 89.5% 89.8% 89.6% 91%

Hate Speech
and Offensive
Language
Dataset

Deep
Models

BiLSTM 90.1% 89.6% 90% 89.8% 91%

CNN 90.2% 91.6% 90.4% 89.9% 93%
LR 87.3% 85.2% 86.2% 85.1% 75%
RF 85.6% 83.9% 83.1% 83.7% 80%

Shallow DT 87.4% 83.2% 86.3% 85.1% 79%
Models NB 60.2% 52.4% 58.5% 64.2% 67%

KNN 85.1% 85.4% 82.2% 85.6% 78%
SVM 86.2% 85.3% 83.7% 85.8% 78%

6 Conclusion

Social media is a relatively new human communication medium that has grown in popularity
in recent years. Machine learning is utilized in a variety of applications, including social network
analysis. This review provides a thorough overview of different applications that use machine learning
techniques to analyze social media to detect cyberbullying and online harassment. Our paper explores
each step to cyberbullying detection on social media, such as data collection, data preprocessing,
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data preparation, feature selection and extraction, feature engineering, applying machine learning
techniques, and text classification. Various academics have proposed different methods to address
the problems of generic metadata architecture, threshold settings, and fragmentation in cyberbullying
detection on social networks data streams. To address problems with cyberbullying categorization
in social network data, the review also proposed a general metadata architecture for cyberbullying
classification on social media. In comparison with proportionate techniques, the proposed architecture
performed better across all evaluation criteria for cyberbullying and online harassment detection.

In further, a more durable automated cyberbullying detection system can be developed by
considering the problems as class imbalance data, binary and multi-classification, scalability, mul-
tilingualism, threshold settings, and fragmentation.
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