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Abstract: The extraction of features from unstructured clinical data of Covid-
19 patients is critical for guiding clinical decision-making and diagnosing
this viral disease. Furthermore, an early and accurate diagnosis of COVID-
19 can reduce the burden on healthcare systems. In this paper, an improved
Term Weighting technique combined with Parts-Of-Speech (POS) Tagging is
proposed to reduce dimensions for automatic and effective classification of
clinical text related to Covid-19 disease. Term Frequency-Inverse Document
Frequency (TF-IDF) is the most often used term weighting scheme (TWS).
However, TF-IDF has several developments to improve its drawbacks, in
particular, it is not efficient enough to classify text by assigning effective
weights to the terms in unstructured data. In this research, we proposed a
modification term weighting scheme: RTF-C-IEF and compare the proposed
model with four extraction methods: TF, TF-IDF, TF-IHF, and TF-IEF. The
experiment was conducted on two new datasets for COVID-19 patients. The
first dataset was collected from government hospitals in Iraq with 3053 clinical
records, and the second dataset with 1446 clinical reports, was collected from
several different websites. Based on the experimental results using several
popular classifiers applied to the datasets of Covid-19, we observe that the
proposed scheme RTF-C-IEF achieves is a consistent performer with the best
scores in most of the experiments. Further, the modified RTF-C-IEF proposed
in the study outperformed the original scheme and other employed term
weighting methods in most experiments. Thus, the proper selection of term
weighting scheme among the different methods improves the performance of
the classifier and helps to find the informative term.

Keywords: Covid-19; clinical text; natural language processing; TWS; machine
learning

1 Introduction

Since the end of the 2019 year, Coronavirus, also denoted as COVID-19, has been discovered in
Wuhan city, China [1,2]. With the emergence of the COVID-19 pandemic, the situation has become
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even more complicated. Indeed, the recent Coronavirus Disease described as (COVID-19) pandemic
has put a severe strain on healthcare organizations around the world. At that point, the dramatic
development of Artificial intelligent AI-driven tools to recognize epidemiologic threats will be critical
to improving future global health risk estimation, detection, and prevention [3,4]. With the recent
progress, AI-based applications are already extended into domains that are earlier distinguished
as a unique and significant domains of human experts [5]. For example, few studies employed
real COVID datasets (e.g., MERS-COV) to apply various data mining methods based on machine
learning classifiers [6]. Despite the prediction capability, the production of forecasting models that can
effectively expect and diagnose such new viruses still limited. To this end, the main important objective
of this proposed study is to apply tools to advance the diagnosis of COVID-19 base on features
extraction from COVID-19 clinical texts to minimize the chances of misdiagnosis. Clinical texts feature
a high-dimensional space and contain redundant and irrelevant features, it is typical problem that
increased computational costs, and negatively affects the performance of classification algorithms.
In addition, a robust classification system with high predictive accuracy cannot be achieved without
a proper set of features. Therefore, in the field of machine learning, text feature extraction plays an
important role in reducing data dimensions and achieving an accurate representation [7]. Thus, feature
extraction can be a key step in obtaining high performances in classification processes. On the whole,
before using classifiers, each term in the text must first be preprocessed by assigning numerical values
(weights) to each term in a suitable term weighting scheme known as text representation [8,9]. The
vector space model denoted as VSM is the most commonly used method for representing documents
and selecting words as features in text mining [10–12]. The main notion behind VSM is to represent
each document as a numerical feature vector, made up of the weight of terms extracted from the text
dataset [13]. In VSM, the weight of each term is the most important aspect of document representation
[14]. Thereby, the term weighting scheme (TWS) choice to represent documents is crucial and has
a direct impact on categorization accuracy [15–18]. In addition, TWSs are significant due to many
reasons, one of the advantages of these models over traditional models is intuitiveness which makes
term weighting schemes easier to analyze [19]. This procedure can also minimize the dimension of
feature space, allowing for a reduction in the amount of data to be analyzed by deleting non-essential
features [20]. Another advantage is that these schemes do not necessitate large datasets for training.
Thus, an improvement in TWSs may provide more effective baselines to enhance the accuracy of the
learning model [19].

Literature witnessed two forms of TWSs that referred to statistically-based TWSs and
semantically-based TWSs [21]. When compared to statistical alternatives, TWSs-based semantic
analysis is more difficult to evaluate and quantify accurately. Furthermore, it is not possible to
considerably increase the performance of semantic-based techniques in practice. Thus, statistically-
based text categorization systems (TWSs) continue to be important issues in the field of text
classification [16]. In the meantime, many significant researches in this domain have been proposed,
and the TF-IDF approach has been used for expressing textual data in vector space. TF-IDF is a
common NLP method used for preparing free text for machine processing, such as case reports.
It transforms unstructured clinical records into structured feature space when using mathematical
modeling as part of a classifier, where each document is represented as a vector of weighted terms
[22,23].

TF-IDF has proven efficient in many biomedical applications. However, it has several limitations
and weaknesses that decrease its ability to determine the value of diverse conditions typically [24]. For
instance, it does not retain the semantic context of words in the initial text [23], and do not consider
category information during weight assignment [19]. It is ineffective for large documents since it is
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unable to efficiently discover the significance of a term based on its recurrence in other texts. Therefore,
assigning effective weights to the terms is not possible. Thus, the classification algorithm’s performance
degrades as well when there is no effective the vector space representation [25].

However, the IDF was found to be insufficient in reflecting the significance of category-specific
phrases, according to the findings. In this case, the IDF offers superliner boosts with words with less
frequency. But, in this instance, the more common word is a significantly greater predictor. This can
result in some features being scaled incorrectly [19,26]. Furthermore, the authors of [27] asserted that
the TF-IDF was not particularly well suited for text categorization tasks. Thus, an enhanced Term
Weighting technique is proposed in this study for the automatic and successful classification of Covid-
19 disease. The proposed method collects the most prominent characteristics, thereby reducing the high
dimensionality problem of the classifier, and adjusts traditional vector space classification in order
to employ them for better accuracy in automated classification tasks, as opposed to the traditional
method. The following list of the most significant contributions of this paper:

i- Various classifier models are proposed for the diagnosis of Covid-19 disease using POS tagged
and TWSs-based machine learning techniques;

ii- The implementation of different weighting techniques to convert text data into a matrix of
numbers.

iii- The proposal of a novel unsupervised term weighting (UTW) scheme named RTF-C-IEF;
iv- We investigate five well-known term weighting schemes on the Covid-19 dataset using several

popular classifiers. On comparing the existing term weighting schemes with the proposed
scheme, the proposed scheme RTF-C-IEF performs better or competitively compared to other
schemes;

v- Collected and summarized clinical data related to the virus in this study.
vi- We pre-processed two sets of clinical textual data relevant to Covid-19 to compare proposed

term weighting schemes;
vii- Multiple evaluation Metrics such as accuracy, recall, precision, and f-measure are involved to

assess the classification algorithms’ overall performance.

The next sections of the paper are arranged as follows: Section 2 illustrates the related works in the
domain of feature extraction using the term weighting scheme (TWS). Section 3 presents the proposed
methodology, which includes data collection, preprocessing steps and feature extraction mechanism,
Machine learning for classification of COVID-19 patients, and evaluation criteria. Section 4 shows
the comparative analysis of TWS methods. Finally, Section 5 concludes the paper and throws light on
future work.

2 Related Works

Our research focuses heavily on the significance of giving appropriate feature weights. This section
examines related efforts on static feature detection and feature weighting. Many ways based on various
implementations of Eq. (1) have been presented in the literature; several studies focused on adjusting
the factor of term frequency (i.e., LogTF-RF), while others focused on inventing novel approaches as
the basis of collection frequency factor (i.e., TF-IEF) [28].

TF − IDF = tfij × log
N
dfj

(1)

According to the authors of [29], an enhanced TWS for active and automatic classification of web
pages has been proposed. In the suggested technique, the most significant features are prioritized and
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extracted, resulting in a reduced the classifiers high-dimensionality problem. The suggested technique
is developed and evaluated using a benchmarked dataset. Results of the study showed that the proposed
model outperformed the majority of standard term weighting strategies, including TF, DF, TF-IDF,
Glasgow, and Entropy. The authors in [22] proposed a novel model based on TF-IDF and Word2vec,
which was used to directly diagnose damp-heat syndrome from unstructured records. The researchers
gathered information from more than ten Chinese Medicine hospitals. In addition, the results of the
study showed that the model outperforms state of the art methodologies such as LSA and Doc2vec.
Moanda and Colleagues [23] have combined TD-IDF weights with patient symptoms and biographical
data taken from the collected data, which included 505 lymphoma cases, 215 TB cases, and 207” other”
cases. Their experiment achieves an accuracy of up to 97.3%. Using TF-C-IDF weights and keywords
derived from health-related big data, the results of the study [30] reflected Excellent performance in
terms of F-score measurement, and the technique is supposed to aid in the management and search
of large amounts of healthcare data. In [24], three extraction methods were utilized in conjunction
with SVM: TF-IDF, and TF-RF. In terms of accuracy, the results reveal that the extracting method
TF-IDF still outperformed TF-RF.

Khanday et al. [31] used TF-IDF and Bag of words (BOW) techniques for feature extraction
from clinical reports were that categorized into four classes. These features were provided to ML
classifiers. The classification performance recorded excellent results. Another study [32] used TF-
IDF to calculate a vector of all COVID-19 stress-related tweets that were processed, and convert the
computed value into a sparse matrix, while [33], the TF-IDF values were used as input for the well-
known K-means algorithm in order to cluster the articles into different cluster-groups about COVID-
19 disease. Authors in [25], suggested a new approach for representing web services called LFW + K,
these services constructed on the base of Length Feature Weight (LFW). The proposed method assists
in locating the most useful term from a web-based service and assigning the appropriate term-weight.
Results illustrated that the outputs of the proposed model outperform the TF-IDF method.

NLP is being used in the field of text mining for febrile diseases in this paper [34]. The TF-
IDF method yields the best results, as demonstrated in the researchers’ experiment. TF-IADF, TF-
IADF + , and TF-IADF + norm are four approaches proposed in another study [28] for calculating
feature values for processing unbalanced text collections. A series of simulations were run to compare
the performance of the suggested approaches to that of the TF-IDF, simulation results confirmed the
effectiveness and practicality of the proposed methods. Prastyo et.al [35], they have extracted features
using TF-IEF The proposed method was also examined using five tweet datasets on different topics
both in English and Indonesian.

As a result of these linked investigations, it has been demonstrated that using a term weight scheme
is both useful and important when extracting characteristics from textual data sets. Furthermore,
we do not believe that all characteristics provide the same amount of information for classification.
As a result, feature weights are used to highlight the relative relevance of certain characteristics or
features for classification. The use of an appropriate feature weights system can significantly increase
the accuracy of predicting COVID-19 infection in many situations.

3 Methodology

Multiple of feature extraction approaches are examined in this research. Text feature extraction is
the procedure of mining a list of words from “text data” and transforming them into a feature set that
can be used to build a reliable trusted model to predict COVID-19 diagnosis from clinical text. Data
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collection, data preprocessing, feature extraction, classification, and performance evaluation comprise
the five stages of our strategy. Fig. 1 depicts the block diagram of the proposed models.

Figure 1: Diagram of the workflow of the study

3.1 Data Collection

In this section, two datasets related to COVID-19 were collected, described, and analyzed to be
employed in the experiments. Although the approach achieved good results through the application of
experiments, they were typically constrained by the lack of available datasets in the case of COVID-19
disease [36]. The following paragraphs explain the employed datasets in this study, the first dataset
(DS1) and the second dataset (DS2). Tab. 1 show details both datasets.

Table 1: Details of datasets

No Type No. of records Categorize (Label) Rate of occurrences (Classes)

DS1 Textual Data 3053 • Severe
• Non-severe

• 55%
• 45%

DS2 Textual Data 1446 • Covid-19 positive
• Covid-19 negative

• 62%
• 38%

• First Dataset (DS1)
Prior to starting DS1 collection, the ethical approval was obtained from the Institutional
health office of Thi-Qar at the ministry of health at the request of the University of Thi-Qar
(Date: 2020/2021/9/29). Data were collected from several hospitals in Iraq of the patients with
COVID-19, all tested positive by throat swab with real-time reverse transcription-polymerase
chain reaction (RT-PCR) assay. The total number of cases in the sample was 3053, which were
randomly collected from patients admitted to the referenced hospital between the end of June
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2020 and mid of December 2020. Collected data include the patient’s basic information such as
(age and gender), as well as, clinical information besides laboratory and radiology tests related
to the diagnosis of the COVID-19 disease signs, symptoms, values from routine blood tests, and
the result of the CT scan test. It is worthy to highlight that there were some samples rejected
due to their small numbers in the included categories, which may affect the accuracy of the
prediction model. And the categories were limited to only two types (severe and non-severe).
Furthermore, the rate of occurrences for the severe and non-severe classes was respectively 55%
and 45%, thus the dataset was slightly imbalanced towards non-severe cases.

• Second Dataset (DS2)
COVID-19 is a dangerous disease that possibly affects all body organs, especially, the lungs.
For this reason, more information should be collected to help proper estimation of the disease
prediction and diagnosis. In the same manner, as in DS1, the second dataset DS2 contains
patient “demographic” information, such as age, sex and comorbidities. In addition to other
needed diagnostics information and related tests including symptoms, vital signs, lab results,
chest XR and chest CT imaging results, disposition, admission to an ICU, and survival
to hospital discharge. We have collected DS2 from different resources, first, we collected
Coronavirus meta-data from an open-source data repository on GitHub1, and secondly, data
were obtained from the Italian Society of Medical and Interventional Radiology (SIRM)2.
Scientific association SIRM, which contains the majority of Italian radiologists, aims to
promote diagnostic imaging by encouraging studies and research, as well as other cases report
collected from the medical publications related to COVID-19 on some websites like Hindawi3.
Finally, the DS2 has consisted of 1446 case reports with metadata (e.g., sex, age), of healthy
patients and COVID-19-positive patients for various cases.

3.2 Preprocessing of Covid-19 Clinical Texts

In order to obtain the best result, proper preprocessing of features extracted from models is crucial.
Hence, the clinical text of Covid-19 and collected data should preprocess and then converted to vector
or matrix form. The preprocessing steps followed for Covid-19 texts are as follows:

• Tokenization: This step involves breaking each patient’s case report into a word list. The
powerful natural language module of the toolkit provided in Python has the efficient ability
to convert clinical texts into tokens.

• Removing Punctuation: Special marks or characters such as ‘?’,’-‘,’!’, etc. do not express any
informative terms to support the detection of an infected patient. Thus, these terms were
eliminated from the features set of Covid-19 patients and filtered to remove in this step.

• Case transformation: converting all tokens to lowercase.
• Stop Word Removal: Filtering out frequent English words registered as “unnecessary tokens”,

such as ‘a’, ‘an’, ‘the’, ‘what’ etc. We have also added some terms that do not carry much
information in the list of predefined stop words.

• POS Tagging: Also denoted as grammatical tagging. In the NLP module, POS Tagging is
used to detect the tag related to each word, afterward a set of rules is defined and applied
to eliminate junk verbs from the given sentences like “admitted” and “associated”. The
information extraction module base verb Removing produces a useful method to focus on
categorizing the noun phrases [37]. The POS tags gained for every word in the clinical texts
help distinguish the meaningful words to be selected and considered for analysis. POS-based
weighting scheme works on the base of classifying some speech parts like (verb, adjective,
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adverb, etc) as more important parts of speeches. Moreover, POS is a very significant feature
for mining compounds. In most cases, POS applied to compounds has the forms: [noun, noun]
or [adjective, noun] (for bigrams). Thus, feature extraction precision rates will then be greatly
improved [38].

• A stemming is a stage in which the variant forms of same word are reduced to a common form.
• Lemmatization: Reducing words with similar meaning to the same term.

3.3 Feature Extraction

The extraction of Text feature defines the process of mining a set of words from text data and
altering them into a defined set of features that a classifier can use [39]. Furthermore, feature engi-
neering is a labor-intensive and time-consuming process [40]. Recently, feature extraction models have
been proposed widely to enhance the analysis of unstructured data incorporated in text documents
[41]. We primarily concentrate on token-level feature extraction because this work involves diagnosis
tasks. Term weighting was used to build feature extraction models in this work (TWS). TWS’s most
popular feature extraction method is TF-IDF [28]. This section describes in detail a proposed TWS
based on TF-IDF, referred to as (TF-IEF and RTF-C-IEF), and its variants in this paper.

3.3.1 TF-IDF Method

As we all know, TF-IDF has mainly consisted of two major factors, the first factor is referred
to as the term frequency (TF) and the second factor, refers to as the inverse document frequency
(IDF) [42,43]. Typically, In the TF-IDF model, it is supposed that a good-rated class of dissimilarity
happens if a term registers high ratio frequency in a document and low ratio frequency in other related
documents in the same model. Note that the computation of TF in TF-IDF purely reflects the rated
frequency of the feature word in a single document, and does not take into consideration the overall
distribution in all documents [44]. To solve this issue, the IDF was proposed with a high focus on the
factor of collection frequency, which improved a term’s discriminative power for text categorization
[45].

The model is based on the premise that a phrase that may appear in fewer documents should be
considered more relevant in comparison to a phrase that appears in more documents [46].

1 https://github.com/Akibkhanday/Meta-data-of-Coronavirus.
2https://www.sirm.org/category/senza-categoria/covid-19/
3https://www.hindawi.com/

3.3.2 Proposed Method

Essentially, two main disadvantages should be noted about the IDF technique, firstly, if the term

tj appears in all text denoted as df
(
tj

) = N then the IDF
(
tj

)
score will be log

(
N
N

)
= 0 , and

secondly, if a specifically defined term did not appear in a text, the IDF in TF-IDF methods infinity.
To compensate for these shortcomings, an improved TW method known as “term frequency–inverse
exponential frequency (TF-IEF)” [21] was developed. As shown in Eq. (2).

TF − IEF = tfij × e− dt(tj)
N (2)

https://github.com/Akibkhanday/Meta-data-of-Coronavirus
https://www.sirm.org/category/senza-categoria/covid-19/
https://www.hindawi.com/
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where, tfij represents the term frequency of a term j in document i, dt
(
tj

)
corresponds to the frequency

of documents that term tj appears in the sample collection, and N represents the total number of
records in the dataset.

Method of TF-IEF substituted the IDF with a comprehensive weighting factor IEF, and an
exponential approach, which “log-like” was used to describe the group frequency factor. So far in the
literature, studies proved the positive impact of using an inverse exponential function for performance
enhancement over the logarithmic function [21]. According to [17,28], experiments indicated that the
scheme TF-IEF sponsored in creating a more demonstrative vector of terms and outperformed all
other schemes. On the other hand, it significantly outperforms the classic TF-IDF scheme for all
classifiers.

Although the term frequency factor criticize a major role, particularly in terms weighting [47] ,
A term’s importance does not grow linearly with its TF, making it difficult to use in practice [48]. So,
nonlinear transformation methods are employed for TF in order to solve these disadvantages. The
logarithm and root functions of TF [15,16,46] are two examples. As a result, phrases with high TF
values had less impact, and the vector of terms generated was more representative [28].

Moreover, TWSs using “root-function-based” term frequency factor described to be more suc-
cessful than the ones using term frequency (TF) and “logarithmic-function-based” term frequency
factors [15,16,27].

Additionally, the TF-IDF value for high document-frequency terms in a collected document set
is low, and the value for some low document-frequency phrases is bigger than others, even though
such terms are meaningless, according to [30], which is not in line with reality. TF-C-IDF is presented
as a solution to the problem. The proposed TF-C-IDF considers words with a high frequency and
potential importance in an evaluation.

In the created core corpus, the word weight in the “core corpus” extracted from the whole dataset,
where the word x is scanned n times is calculated as in Formula (3).

wx =
(

1 + tx

N

)
(3)

In Formula (3), t_x represents the “frequency count of the word x in the core corpus and N the
total of documents”. The basic formula of TF-C-IDF presented as Formula (4), where the weight
calculated in the bases of “core corpus” of Formula (1) to TF-IDF

TF − C − IDF = tfxy ×
(

1 + tx

N

)
× log

N
dfx

(4)

Regarding the shortcomings TF-IDF has, we introduce a modified method. The proposed method
takes advantage of both the TF-IEF and TF-C-IDF methods. Where this (w_x) and (IEF) factor must
be measured in the term weighting procedure, and a root scheme is used to illustrate the term frequency
factor, therefore, we rename this modified weighting method to RTF-C-IEF, and Its formula is based
on (2) and (4), as show in Formula (5). Note, r_tf characterize the distortion constraint of TF, their
default value is set to 0.8 [17].

RTF − C − IEF = (
tfij

)rtf ×
(

1 + tx

N

)
× e− dt(tj)

N (5)
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In addition, scispaCy models were used to identify medical entities with multiple words and
negative symptoms, to obtain valuable clinical decision support. Finally, a series of inputs is generated
and converted into a single expression, then we combine all the features with the vector space for
experiments. Consequently, a more representative feature can be produced.

Experiments on two datasets of Covid-19 patients were conducted to validate the performance
accuracy of the proposed study schemes in Formula (2) and (5). The overall results of the experiments
clearly proved the ability of the proposed TWS to outperform alternative schemes.

3.4 Machine Learning for Classification of COVID-19 Patients

The performance of a proposed feature extraction technique is tested with several different
classifiers to examine the power of selecting different models of classifiers on the overall performance
of a specific feature extraction technique. Classification [49] is the process of developing a prediction
model by studying and applying a training dataset to the prediction model. As a result, text mining is
regarded as one of the techniques employed. ML can be used to improve the quickly and more accuracy
of diagnose COVID-19 [50], a virus that requires extensive research but is not yet widely available
[31]. Moreover, there has been extensive progress over recent years in the use of supervised machine
learning methods, as it has achieved performance similar to the state-of-the-art in many respects [51].
Multiple supervised machine learning algorithms are used to divide the clinical text relevant to Covid-
19 into two groups, the first of which is the clinical text itself. The Random Forest, Logistic Regression,
Multinomial Naive Bayes, and Bagging classification algorithms were chosen for this study based on a
systematic literature review [52] because they are commonly used in medical mining. Furthermore, in
this study, they outperform other applied algorithms. Each dataset was split into two parts: A training
set (70%) and a test set (30%). The Python module “sklearn” was used to run the various algorithms
on a training set, which was then tested. Here are some examples of algorithms used in the domain
[49,53]:

• Decision Tree model classify data into numerous classes by means of attributes of data
• probability theory in Naïve Bayes technique depends on finding hypothesis that is most likely

to be proper considering past knowledge.
• Logistic Regression (LR): Logistic regression is employed classification problems. When the

goal is to classify items into one of two categories, the probabilistic classification method is often
utilized. Minimizing a regularized negative log-likelihood function yields the optimal logistic
regression model [39,54].

• Neural Network model uses the concept of perceptron to capture relationships among the real
inputs and outputs entered in the system. Typically, the perceptron layers calculate weighted
linear combinations to find output.

• Random Forest Classifier: As a result of using this technique, a dense forest is generated. For
each non-leaf node in the tree, the training set is used to execute a binary classification test. In
general, a forest’s appearance improves with increased trees numbers [39,55].

• Multinomial Naïve Bayes (MNB): Bayes theorem-based classification approach. It takes into
account the a priori (known) probabilities of items in training sets belonging to one of two
classes. In this model, the final task of class entries assigned by defining a posteriori probability
on the base of the most common classification [54].

• Bagging: The bagging algorithm is a classifier method. The algorithm is generated by different
bootstrap samples. Bagging algorithm helps in avoiding overfitting and improves the stability
in accuracy [56].
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Typically, all results presented in the next section were measured in the base of the implementation
of ten classifiers mentioned above. randomized grid search model employed to find the optimum
“hyper-parameters” of the classifiers to fine tune our model, as show in Tab. 2.

Table 2: Hyper-parameters of the classifiers that are tuned

No Machine Learning classifiers Optimized parameters value

1 Random forest (RF) max_depth = 30
min_samples_leaf = 1
min_samples_split = 2,
n_estimators = 100

2 Logistic regression C = 100
Penalty = l2, solver:
‘newton-cg’

3 Decision tree (DT) criterion: gini
max_depth = 15,
min_samples_leaf = 1

4 Multinomial naïve bayes Alpha = 0.0001
5 Bagging max_samples = 0.5,

n_estimators = 200

3.5 Evaluation Criteria

Performance evaluation of feature extraction process can be made through empirical assessment,
which defined as the most commonly used tactic [57]. Frequently-used practical evaluation measures
include: precision, accuracy, F1_score, recall, specificity, macro-average, and micro-average. It defined
using Eqs. (6) and (7), according to the True Positives (TP), the False Positives (FP), and the False
Negatives (FN) conclusions [41] . In this study, accuracy defined as the percentage of patients that are
properly classified as infected with Covid-19 and “non-Covid-19 infected” as follows:

Accuracy = TP + TN
TP + FP + TN + FN

(6)

where TP and FP are the estimated number of patients properly classified and misclassified as infected
with COVID-19 respectively, and TN and FN are the count of patients correctly classified and
misclassified as non-Covid-19.

Precision formula is needed to define the actual proportion of patients that registered with correct
classification of COVID-19 infection. While, recall formula inference the portion of Covid-19 infected
patients predicted divided by the total number of COVID-19 patients in the dataset. We have:

Precision = TP
TP + FP

, Recall = TP
TP + FN

The conjunction of precision and recall evaluated in single measure presented as F1_score, which
estimates the harmonic mean of “precision” and “recall” as shown in the following equation:

F1_score = 2 × Precision × Recall
Precision + Recall

(7)
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A variety of measures, such as the macro-F1 and macro-Recall [58], have been investigated in detail
to help researchers evaluate alternative methodologies. Computation of Macro-F1 and Macro-Recall
can be formulated Eq. (8) and (9), are affected by the average F, precision and recall values of class
[46,59] . Then,

MacroF = 1
T

T∑
j=1

Fj (8)

MacroR = 1
T

T∑
j=1

Rj (9)

where T denotes the total number of categorized class and Fj, Rjare F, R values in the jth category of
class.

4 Results and Discussion

Experiments were conducted initially to test if the proposed TW scheme outperforms TF-IDF,
and then we employed some of the more common algorithms used in this study (Bagging, LR, MNB,
and RF classifier) to identify patients with COVID-19 disease from the clinical text. However, the
performance evaluation considered only the classification macro-F and macro-Recall to compare
diverse feature extraction methods. This study employed two Covid-19 classification datasets, first
dataset has two categories (Severe and non-Severe) including 1911 (training texts) and 820 (testing
texts). There are two categories (Covid-19 and non-Covid19) in second dataset, including 970 (training
texts) and 416 (testing texts). Moreover, after preprocessing, the first and second datasets have 377 and
2825 different features respectively, that enriched the classifier training module.

The results are presented graphically in Figs. 2 and 3. Fig. 2 shows that there are statistically
significant changes in macro-F1. Most importantly, regardless of the classifier utilized, our suggested
technique greatly outperforms the well-known TF-IDF.

It’s worth noting that the performance gap among the five illustrated techniques shown in Fig. 3
are more pronounced than techniques shown in Fig. 2. This could be attributed to differences in the
dataset’s characteristics, such as imbalance, training sample size, and the number of features.

Figure 2: (Continued)



1386 CMC, 2023, vol.74, no.1

Figure 2: Overall performance of TW schemes on First dataset DS1

Figure 3: Overall performance of TW schemes on Second dataset DS2

For macro-F1 and macro-Recall, our RTF-C-IEF method’s maximum value is always higher than
the comparable findings of the standard TF-IDF approach, regardless of the classifier utilized. as
show in Fig. 4. Moreover, RTF-C-IEF reflect superior performance over TF–IEF and other proposed
methods, i.e., TF, TF–IHF, and TF–IDF.
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Figure 4: Macro-recall-score Performance comparison on the datasets

Tabs. 3–6 show that the RTF-C-IEF feature extraction method in the LR classifier achieves up to
80.6% and 89.5%, where the value is greater than the classic TF-IDF feature extraction method, which
has a macro-F1-score of 79.8% and 88.5% in both datasets respectively. Although other methods have
good results than TF-IDF on some classifiers like MNB, it’s not very meaningful like RTF-C-IEF, so
from the theory, experiment and based on those observations, we can see this improvement can achieve
a better sensitivity and precision. Thus, it can be concluded that the modified TWS are suitable for
weighting the terms in classification problem.

Table 3: Macro-F-score of bagging and LR algorithm on two datasets of the clinical text of Covid-19
with TF, TF-IDF, TF-IHF, TF-IEF and RTF-C-IEF method

ID TWS Methods Bagging LR

DS1 DS2 DS1 DS2

1 TF 0.777 0.888 0.803 0.894
2 TF-IDF 0.78 0.893 0.798 0.885
3 TF-IHF 0.785 0.881 0.798 0.885
4 TF-IEF 0.775 0.888 0.803 0.888
5 RTF-C-IEF 0.78 0.896 0.806 0.895

Table 4: Macro-F-score of MNB and RF algorithm on two datasets of the clinical text of Covid-19
with TF, TF-IDF, TF-IHF, TF-IEF and RTF-C-IEF method

ID TWS Methods MNB RF
DS1 DS2 DS1 DS2

1 TF 0.754 0.849 0.794 0.882
2 TF-IDF 0.741 0.849 0.787 0.888
3 TF-IHF 0.741 0.849 0.796 0.891

(Continued)
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Table 4: Continued
ID TWS Methods MNB RF

DS1 DS2 DS1 DS2

4 TF-IEF 0.744 0.843 0.788 0.885
5 RTF-C-IEF 0.753 0.85 0.793 0.891

Table 5: Macro-recall-score of Bagging and LR algorithm on two datasets of the clinical text of
Covid-19 with TF, TF-IDF, TF-IHF, TF-IEF and RTF-C-IEF method

ID TWS Methods Bagging LR

DS1 DS2 DS1 DS2

1 TF 0.774 0.897 0.801 0.886
2 TF-IDF 0.778 0.901 0.797 0.875
3 TF-IHF 0.782 0.889 0.797 0.875
4 TF-IEF 0.773 0.896 0.801 0.88
5 RTF-C-IEF 0.777 0.903 0.804 0.89

Table 6: Macro-recall-score of MNB and RF algorithm on two datasets of the clinical text of Covid-19
with TF, TF-IDF, TF-IHF, TF-IEF and RTF-C-IEF method

ID TWS Methods MNB RF

DS1 DS2 DS1 DS2

1 TF 0.753 0.834 0.792 0.87
2 TF-IDF 0.739 0.836 0.784 0.878
3 TF-IHF 0.739 0.836 0.793 0.883
4 TF-IEF 0.744 0.828 0.786 0.875
5 RTF-C-IEF 0.751 0.84 0.79 0.88

5 Conclusion

Feature extraction from unstructured clinical data of Covid-19 patients was presented in this
research using the most recent approaches and various classifier families. In this work, a novel method
was proposed to represent unstructured data based on two other schemes: TF-C-IDF and TF-IEF are
named RTF-C-IEF. The proposed scheme can be used in classification tasks, especially, for binary
classification problems. The RTF-C-IEF was applied to two datasets related to the Covid-19 to
diagnose infected patients, each dataset containing 3034 and 1446 clinical records, respectively. To
evaluate our approach and to verify the effectiveness of the proposed scheme, several classifiers were
used (e.g., RF, LR, MNB, and Bagging), to perform experiments with different feature sizes. First,
we checked the effectiveness of TF-IEF in the feature extraction method, as it achieves classification
results higher than TF-IDF. As a next step, we compared the proposed development technique with
four other ways of representing records. Experiments showed that the RTF-C-IEF was superior to
TF-IDF and TF-IEF in terms of performance and stability, regardless of whatever classifier was used.
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Finally, the proposed scheme providing vectors better vectors that lead to high classification results
when compared to other schemes. In future work, a comparative study of RTF-C-IEF with a larger
data set, and develop prediction models based on the selection of the optimal feature.
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