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Abstract: Automated and autonomous decisions of image classification
systems have essential applicability in this modern age even. Image-based
decisions are commonly taken through explicit or auto-feature engineering
of images. In forensic radiology, auto decisions based on images significantly
affect the automation of various tasks. This study aims to assist forensic
radiology in its biological profile estimation when only bones are left. A
benchmarked dataset Radiology Society of North America (RSNA) has been
used for research and experiments. Additionally, a locally developed dataset
has also been used for research and experiments to cross-validate the results. A
Convolutional Neural Network (CNN)-based model named computer vision
and image processing-net (CVIP-Net) has been proposed to learn and classify
image features. Experiments have also been performed on state-of-the-art
pertained models, which are alex_net, inceptionv_3, google_net, Residual
Network (resnet)_50, and Visual Geometry Group (VGG)-19. Experiments
proved that the proposed CNN model is more accurate than other models
when panoramic dental x-ray images are used to identify age and gender. The
specially designed CNN-based achieved results in terms of standard evalu-
ation measures including accuracy (98.90%), specificity (97.99%), sensitivity
(99.34%), and Area under the Curve (AUC)-value (0.99) on the locally devel-
oped dataset to detect age. The classification rates of the proposed model for
gender estimation were 99.57%, 97.67%, 98.99%, and 0.98, achieved in terms
of accuracy, specificity, sensitivity, and AUC-value, respectively, on the local
dataset. The classification rates of the proposed model for age estimation were
96.80%, 96.80%, 97.03%, and 0.99 achieved in terms of accuracy, specificity,
sensitivity, and AUC-value, respectively, on the RSNA dataset.
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1 Introduction

Despite several machine-learning issues, autonomous decisions based upon image classification
have essential applicability in modern society to make human life more comfortable. An image
classification system is a system that inputs an image and classifies it in one of the targeted classes.
Several machine-learning models are being used to assist in decision-making for various industrial
applications.

Identification has been proved the essential feature of living or dead human beings. Identification
is the only feature that differentiates one from the other. All proceedings of the forensics department,
law enforcement agencies, courts, and other official departments are dependent on human identity
facts. These identifying data may include the face, hair, fingerprint, skin color, the retina of the eye, or
personal possessions of living or dead bodies. Identifying a deceased person becomes difficult when
fingerprints or other physical characteristics are lost because of the body’s decomposition, i.e., whole
(only bones) or partial. This could happen due to natural disasters such as earthquakes, tsunamis,
blasts, burning, criminal cases, etc. In October 2005, an earthquake in Pakistan with a magnitude
of 7.6 and a Mercalli rating of VIII also impacted neighboring nations, including Afghanistan,
Tajikistan, and China, which only became the cause of 75000 casualties [1]. Multiple deceased
bodies were incorrectly identified and temporarily buried. Officials used methods to associate the
personal possessions of dead bodies with the information provided by plaintiffs. No autopsy, X-Ray
fingerprinting, or deoxyribonucleic acid analysis (DNA) was possible to perform for identification.
Another incident occurred on 25 June 2017 in Ahmedpur East, Punjab, Pakistan, when an oil tanker
turned turtle, resultantly in the release of a Patrol of 50,000 liters along the way. A mob from
nearby villagers gathered up to pick up the petrol, but it was accidentally ignited, resulting in an
explosion, which burned 219 people, and several were injured in this tragic event [2]. All dead bodies
lost their identity. More than 120 unidentified victims were buried in a mass grave. Each person’s
guardian or parent will receive Rs. 2 million from the Government of Pakistan. More than 10,000
individuals representing various families came forward to make a claim. Because only bones remained,
identification was once again a challenging task.

Between 2001 and 2010, a total of 63898 people were killed in bomb and suicide attacks, including
22657 civilians, 7127 security personnel, and 34114 terrorists & insurgents [3]. Terrorists and people
who were not terrorists or insurgents had lost their identities. In criminal cases, especially rape cases
of children and women, dead bodies are buried by the criminals.

In the scenarios where bones are left, identification becomes a significant problem from these
remaining bones. Usually, the first claimant is the police department, which refers the discovered
materials to a doctor for age assessment using intramembranous, endochondral, and wrist tests, with
a two-year assessment difference. This is only used to identify individuals over the age of more than 18
[4]. When a physician provides reports or results, he initiates an additional investigation and presents
his findings before the court or other law enforcement agencies. The local physician does not perform
gender identification. Additionally, this method is used only at the request of the claimants. If a
claimant insists and is financially able, he may also refer the case to the forensic department for a
DNA test.

The forensic department deals with such issues daily. The forensic department conducts investiga-
tions using both pathological and radiological techniques. Although DNA is the best test for age and
gender estimation, is it possible to conduct DNA testing on every claim in a reasonable length of time
if 10,000 persons claimed ownership of a body? Is it possible for each claimant to pay the DNA cost?
The answer to each of these questions is obviously no. Therefore, it is impossible to conduct DNA
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testing on each parent claimant who claims on behalf of a dead person. In Pakistan, Punjab has only
one laboratory capable of performing DNA tests for its massive population of over 150 million. This
issue can be resolved if the body’s age and gender are determined initially.

Human bones help us to determine not only age but also gender. The left-hand wrist, femur
bone [5,6], and skull [7–10] can be used to determine an individual’s age, whereas the pelvic bone
can only be used to determine a person’s gender [11]. Further to this, teeth bones can be used to figure
out both biological profiles. It is possible to find teeth in a dead body for a long time because they
are less affected by external and physical factors. Even teeth can last more than 1300 years [12]. It
has become critical and necessary to automate the forensic identification system as a result of the
evolution of information technology and the massive volume of cases that must be investigated by
forensic specialists who have relied on biometric identifiers as a primary tool for decades [13]. Bone
X-Ray is the most straightforward method to determine a biological profile, more quickly and easily.

A benchmarked, publicly available, and locally developed dataset has been used for research
and experiments. Features are auto engineered and extracted from images using deep convolutional
procedures. Convolutional neural network (CNN), a deep learning model, use small preprocessing
compared to other image classification algorithms; therefore, they are considered ideal for processing
two-dimensional (2D) images. It is a preferred neural network model used for image classification
because of its local understanding of an image. CNN performs its work by feature extraction. As
a result, the need for manual feature extraction is eliminated. While the features are automatically
learned, the network is trained on a set of images. Hidden layers provide CNN with feature detection
capabilities. With each layer of the CNN model, the complexity of the learned features expands. As
a result, deep learning models for computer vision tasks are extremely accurate. CNN-based models
outperformed other ImageNet Large Scale Visual Recognition Challenge (ILSVRC) models.

The goal of the research is to develop a CNN-based model to identify the age and gender of
a deceased person. This research will directly benefit the forensic department and indirectly benefit
police, courts, law enforcement, and other agencies.

The rest of the article is ordered as follows: Section 2 comprises the literature review, Section 3
includes the material and methods. Section 4 consists of the results and discussions, and Section 5
consists of the conclusions and future work.

2 Literature Review

In research article [14], cross-section and descriptive analysis are the two fundamental models
used for gender estimation. The inter-acetabular distance, acetabular diameter, and pelvic breadth of
the ilium are measured using the picture analysis and communication system (PACS). One hundred
eighty pelvic bones from patients with pelvic injuries were used for research and experiments, with 90
males and 90 females. The accuracy of this research was 77% for ilium height and 70% for acetabular
diameter and breadth estimation. The study’s main flaw is its accuracy, which is less than 80%,
moreover, experiments are performed on a limited dataset. In this research [15], the authors used a
deep convolutional network for gender estimation. 4155 grey-scale panoramic X-Ray images consist
of 1662 males and 2493 females have been used for research. In this study, for gender estimation, deep
convolutional networks have been used. The probability is obtained on the output layer using the
Softmax activation function. The average accuracy of 94.3% is archived. In this study [16], bone age
is compared with the chronological age using the Demirjian’s approach. Dataset comprises of 1260
students with a ratio of 566 males and 694 females, which consists of two groups, i.e., one for bone
age and one group for chronological age. Results obtained from this study are good with less than
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1% difference between the bone age and chronological age. The limitation of this study is that there is
small volume of the dataset used for research and experiments

In this research article [17], by establishing a relationship between age and the third molar maturity
index, the authors applied a cameriere approach for age estimation. There were 276 students comprised
of 139 females and 137 males in this dataset. This approach is for age determining for ages 18 or 18
plus. This research achieved 89% and 84% specificity against males and females respectively. However,
lower volume of the dataset is used for research. In this paper [18], the authors applied 10-fold cross-
validation for age estimation. The dataset used in this research consists of 814 (685 male and 185
female) postmortem scans. Transfer learning is used for training. The proposed technique produced
good results with a mean absolute error of 5.15 years and a concordance correlation value of 0.80. In
another research [19], multiclass Support Vector Machine (SVM) for age estimation and a Library for
Support Vector Machines (LIBSVM) for the prediction of gender is used. A total of 1142 X-Rays of
teeth were used for research and experiments. The accuracy achieved through this study was 96%.

In a nutshell, mostly studies estimate gender and age from bones scans using machine learning
based approaches. They are either with low classification rates or trained on limited datasets.

3 Materials and Methods
3.1 Dataset

For research and experiments, a benchmarked publicly available dataset, Radiology Society of
North America (RSNA) [20] and locally developed dataset has been used. In 2017, at RSNA, there
was a contest to identify the age of children using their hand X-Ray. This dataset comprises hand
X-Ray radiographs. Another dataset has been collected on request from Civil Hospital, Bahawalpur,
Pakistan, which consists of 5166 images. This dataset consists of dental X-Ray radiographs of both
males and females and is helpful in gender and age estimation. Details of the datasets is present in
Tab. 1. 80% of the available data was used for training, while 10% each is used for testing and validation
purpose.

Table 1: Dataset details

Sr. Dataset Used for
the
problem
of

No. of images Training Testing Validation

1 RSNA Age esti-
mation

Total of 12800
images of
different age
groups

10240 1280 1280

2 Locally
developed

Gender
estima-
tion

Total 5166 images
(Males = 2396,
Females = 2770)

4132 (Males =
1916 Female =
2216)

517 (Males =
240 Female =
277)

517 (Males =
240 Female =
277)

3 Locally
developed

Age esti-
mation

Total of 5166
images of
different age
groups

4132 517 517
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3.2 Specially Designed CNN Architecture

A light-weighted (with a lesser number of layers, i.e., 12 and parameters, i.e., 0.47million) CNN-
based model named as Computer Vision and Image Processing-Net (CVIP-Net) has been designed
for X-Ray images. This model is used to determine age and gender from X-Ray scans. Layer-wise
architecture of the proposed CVIP-Net is shown in Fig. 1, while its complete model is described in
Tab. 2. Description of the layers used in the proposed model is as follows.

Figure 1: The proposed computer vision and image processing-net (CVIP-Net) model

Table 2: CVIP-Net for age and gender estimation

Sr. Layer Type Output Shape Parameter

1. Conv2D Conv2D None 254, 254, 16 448
2. Max_pooling2D MaxPooling2D None 127, 127, 16 0
3. Conv2D Conv2D None 125, 125, 32 4640
4. Max_pooling2D MaxPooling2D None 62, 62, 32 0
5. Conv2D Conv2D None 60, 60, 64 18496
6. Max_pooling2D MaxPooling2D None 30, 30, 64 0
7. Conv2D Conv2D None 28, 28, 32 18464
8. Max_pooling2D MaxPooling2D None 14, 14, 32 0
9. Conv2D Conv2D None 12, 12, 16 4624
10. Max_pooling2D MaxPooling2D None 6, 6, 16 0
11. Flatten Flatten None 576 0
12. Dense Dense None 1 577

Total parameters 47,249

3.2.1 Convolutional Layer

The convolutional layer generates feature maps representing the learned features from the input
set of images [21]. Trainable weights aid in the generation of feature maps through filters [22]. Eq. (1)
represents Given image Img with dimensions M, N, and a filter F with a size p, q. Feature maps are
created using a convolutional process that begins at the top left and ends at the bottom right of the
input image.

conv = (Img ∗ F) (x, y) =
∑

M

∑

N

I (x − p, y − q) F(p, q) (1)
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3.2.2 Pooling Layer

Pooling is simple and effective process, which is frequently done after the convolution process [23].
The pooling technique generates feature maps with local perceptual fields [24]. The pooling layer was
used to extract the critical contributing features that helped the model estimate the age and gender
from the dataset. It was also used to minimize the dimensionality of the extracted features.

3.2.3 Rectified Linear Unit (ReLU) Layers

To enable convolutional neural networks to learn complex problems and to work effectively, this
layer is essential [25]. Matrix multiplication of a network during training may result in the network
becoming linear if the activation function is not applied. As indicated in Eq. (2), the sigmoid function
is commonly utilized as an activation function. The gradient descent algorithm is essentially dependent
on the sigmoid function, which is calculated using Eq. (3).

s (x) = 1
1 − e−x

(2)

S′ (x) = S(x)(1 − S (x)) (3)

When the gradients diminish, the process of learning gradually decreases, that is why it is not used
in deep architectures. As a result, the ReLU is frequently a feasible option for deep systems, moreover,
it may be used in a variety of ways. The process of ReLU is mathematically represented using Eq. (4).

ReLU(x) = max(x, 0) (4)

3.2.4 Fully Connected Layer

This layer is usually included in the end of CNN models [26] and is used to identify the objects
that are being focused, age and gender, in this architecture. Overall, description of the proposed
methodology is descripted in Fig. 2. The proposed CVIP-Net and other state-of-the-art CNN models,
i.e., alex_net, inceptionv_3, google_net, Residual Network (resnet)_50, and VGG_19 have also been
used to train on 80% of the data, while rest of 10% each is used for testing and validation. Standard
evaluation measures including accuracy, specificity, sensitivity, and AUC-value have been used for the
evaluation of the proposed model.

4 Results and Discussions

Experiments have been performed on the datasets shown in Tab. 1 for both ages and gender
estimation, and their obtained results are represented in Tab. 3. Not only experiments were performed
using the proposed model, but other state-of-the-art CNN models, i.e., alex_net, inceptionv_3,
google_net, resnet_50, and VGG_19, have also been used for comparison purpose.

4.1 Results

In this study, 80% of the dataset was used for the training, 10% of the dataset was used for the
testing, and 10% of the dataset was used for the validation. The compare the performance of the
proposed CVIP-Net, other pre-trained models, i.e., alex_net, inceptionv_3, google_net, resnet_50, and
VGG_19.
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Figure 2: Overall, the proposed methodology for age and gender estimation
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Table 3: Results obtained through the state-of-the-art CNN models and CVIP-Net for age and gender
estimation

Sr. Dataset Problem Model Average
accuracy

Average
specificity

Average
sensitivity

AUC-
value

1. RSNA Age
estimation

alexnet 95.03% 95.43% 95.35% 0.96
2. inceptionv_3 94.35% 94.43% 94.37% 0.94
3. google_net 92.43% 91.03% 92.43% 0.92
4. resnet_50 90.99% 91.03% 90.33% 0.92
5. VGG_19 93.01% 92.31% 95.22% 0.95
6. CVIP-Net 96.80% 96.80% 97.03% 0.99
7. Locally

developed
Gender
estimation

alexnet 74.83% 75.66% 77.37% 0.78
8. inceptionv_3 78.93% 78.82% 79.21% 0.78
9. google_net 79.78% 78.82% 78.62% 0.79
10. resnet_50 85.29% 86.33% 87.29% 0.88
11. VGG_19 84.85% 85.29% 86.49% 0.87
12. CVIP-Net 99.57% 97.67% 98.99% 0.98
13. Age

estimation
alexnet 82.90% 83.90% 83.30% 0.84

14. inceptionv_3 84.48% 85.90% 86.55% 0.87
15. google_net 86.89% 82.90% 82.90% 0.82
16. resnet_50 90.34% 90.34% 90.34% 0.90
17. VGG_19 93.19% 90.99% 91.34% 0.92
18. CVIP-Net 98.90% 97.99% 99.34% 0.99

4.2 Discussion

To know the applicability of the proposed model, results have been discussed dataset, CNN model,
and age & gender wise.

4.2.1 Dataset Wise

RSNA dataset for age estimation using inception_3 provides a good result, which is as per as
accuracy = 94.35%, specificity = 94.43%, sensitivity = 94.37%, and AUC-values = 0.94. RSNA
dataset provide better result using alexnet, which is as per as accuracy = 95.03%, specificity = 95.43%,
sensitivity = 95.35%, and AUC-value = 0.96. RSNA dataset provide best result using CVIP-Net as
per as accuracy = 96.80%, specificity = 96.80%, sensitivity = 97.03%, and AUC-value = 0.99.

Locally developed dataset provides good results for age estimation using resnet50, which is as
per as accuracy (90.34%), specificity (90.34%), sensitivity (90.34%), and AUC-value (0.90). Locally
developed dataset provides better results for age estimation using VGG_19, which is as per as accuracy
as 93.19%, specificity as 90.99%, sensitivity as 91.34%, and AUC-value as 0.92. Locally developed
dataset for age estimation provides best results using CVIP-Net as per accuracy, specificity, sensitivity,
and AUC-value as 98.90%, 97.99%, 99.34%, and 0.99, respectively. Locally developed dataset for
gender estimation provides good results using VGG_19, in terms of accuracy = 84.85%, specificity
= 85.29%, sensitivity = 86.49%, and AUC-value = 0.87. Locally developed dataset provides better
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results for gender estimation using resnet_50, which is as per as accuracy = 85.29%, specificity =
86.33%, sensitivity = 87.29%, and AUC-value = 0.88. Locally developed dataset provides best results
for gender estimation using CVIP-Net in terms of accuracy (99.57%), specificity (97.67%), sensitivity
(98.99%), AUC-value (0.98).

4.2.2 CNN Model Wise

Pertained models, i.e., alex_net, inceptionv_3, google_net, resnet_50, and VGG_19 and the pro-
posed CVIP-Net is used for age and gender identification. VGG_19 resulted with good results for age
detection when trained on locally dataset. It resulted with measures as 93.19%, 90.99%, 91.34%, and
0.92 achieved against standard evaluation parameters, i.e., accuracy, specificity, sensitivity, and AUC-
value respectively. The pre-trained model resnet_50 obtained good results for gender identification
when trained on locally developed dataset. It results as per accuracy (85.29%), specificity (86.33%),
sensitivity (87.29%), and AUC-value (0.88).

The obtained results showed that the proposed CVIP-Net outperformed in either of the case, i.e.,
age or gender estimation regardless of the dataset. When trained on RSNA dataset for age estimation,
it resulted with highest measures, i.e., 96.80%, 96.80%, 97.03%, and 0.99 as per accuracy, specificity,
sensitivity, and AUC-value respectively. Similarly, when trained on locally developed dataset for
gender estimation, it again achieved best results, i.e., 99.57% (accuracy), 97.67% (specificity), 98.99%
(sensitivity), and AUC-value (0.98). Results obtained for age estimation using the proposed CVIP-Net
also proved its efficacy over rest of the CNN-based models. The results were 98.90%, 97.99%, 99.34%,
and 0.99 achieved against accuracy, specificity, sensitivity, and AUC-value respectively.

4.2.3 Age and Gender Wise

The experimental results showed that the gender is estimated better from the others, when the
proposed CVIP-Net is trained, tested, and evaluated using locally developed dataset. Its achieved
evaluation measures are (accuracy = 99.57%, specificity = 97.67%, sensitivity = 98.99%, and AUC-
value = 0.98). As per the results, age is the best to estimate from bones, when the proposed CVIP-Net
is trained on locally developed dataset. It achieved best measures, i.e., accuracy as 98.90%, specificity
as 97.99%, sensitivity as 99.34%, and AUC-value as 0.99.

4.3 Comparison with the State-of-the-Art Studies

As shown in the Tab. 4, in the research [14], pelvic bone is used to estimate gender. Dataset includes
90 males and 90 females individuals used for research and experiments. The accuracy achieved from
that study is 77%. In this study [15], a transfer learning model, i.e., VGG_16 is used on 4155 high-
quality x-ray scans to estimate gender, with achieved accuracy as 94.3%. The evaluation measures
achieved by this study are not so high, moreover, the model CNN-based proposed in this study
consists of 16 number of layers, which makes it computationally complex while training. This study
[16] uses Demirjian’s technique for age and gender estimation. Datasets consist of 1260 students. The
results obtained from this research are good as the difference between chronological age, and bone
age is around 1%. The limitation of this research is the limited dataset. In another research [17], the
authors used the cameriere approach for age estimation. Datasets used in this research consist of 276
students. The specificity for males is 96% and for females is 93%. Low volumes of the dataset are
used for experiments. In another study [18], CNN have been used with 10-fold cross-validation for age
estimation on a small sample size consisting of 814 images of the full-body post-mortem computed
tomography images. Overall, achieved results are evaluated as per mean absolute error, which is
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5.15 years and a concordance correlation value, which is 0.80. Although, the results are reasonable,
however, 814 scans could not ensure robustness of the model. In the research [19], SVM has been used
for age and gender estimation. Model has been evaluated on a total of 1142 images, with achieved
accuracy as 96%. However, the dataset is low in volume.

Table 4: Comparison with the state-of-the-art studies

Sr. Authors Dataset Method Estimation of Results

1. [14] 180 pelvic
bones images
of 90 males and
90 females

Cross-section
and descriptive
analysis

Gender Accuracy =
77%

2. [15] 4155 images Transfer
learning using
VGG_16

Gender Accuracy =
94.3%

3. [16] 1260 images of
children (male
= 566 and
female = 694)

Demirjian’s
methodology
and Linear
Regression

Age & gender –

4. [17] 139 females &
137 males
images

Cameriere+
third molar
maturity index

Age Positive
productive
value (Male
= 92%,
Female =
87%)

5. [18] 814
postmortem
scans

CNN+10-fold
Cross-
validation

Age Mean
Absolute
Error = 5.15

6. [19] 1142 digital
X-Ray images

SVM Age & gender Accuracy =
96%

The proposed
study

RSNA (12800
images of
different age
groups)

alexnet Age Accuracy =
95.03%

inceptionv_3 Age Accuracy =
94.35%

google_net Age Accuracy =
92.43%

resnet_50 Age Accuracy =
90.99%

VGG_19 Age Accuracy =
93.01%

CVIP-Net Age Accuracy =
96.80%

(Continued)
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Table 4: Continued
Sr. Authors Dataset Method Estimation of Results

Locally
developed
dataset 5166
images (Males
= 2396,
Females =
2770)

alexnet Age Accuracy =
82.90%

Gender Accuracy =
74.83%

inceptionv_3 Age Accuracy =
84.48%

Gender Accuracy =
78.93%

google_net Age Accuracy =
86.89%

Gender Accuracy =
79.78%

resnet_50 Age Accuracy =
90.34%

Gender Accuracy =
85.29%

VGG-19 Age Accuracy =
93.19%

Gender Accuracy =
84.85%

CVIP-Net Age Accuracy =
98.90%

Gender Accuracy =
99.57%

The proposed CVIP-Net consist of 12 number of layers and only 0.47million parameters (learn-
able), which make it computationally efficient while training, testing or even validation. Moreover, it
can estimate both age and gender from X-Ray scans. The proposed model is trained on 12800 images of
different age groups for age estimation, while 5166 images are used for gender estimation, which is huge
volume of dataset used for experiments purpose, as compared to the state-of-the-art studies. Moreover,
the results achieved from the CVIP-Net, are for both age and gender estimation are also better than
all previously conducted studies. Accuracy achieved as 96.80% for age estimation on publicly available
RSNA dataset, while 98.90% for age and 99.57% for gender on locally developed dataset using CVIP-
Net proved its superiority on previously conducted studies. Fig. 3 shows accuracy and loss plots of the
results. Fig. 3A shows accuracy and loss plots against of the proposed CVIP-Net model for age and
gender estimation, Fig. 3B shows accuracy and loss plot of VGG_19 model, Fig. 3C shows accuracy
and loss plots of the google_net for age estimation, and Fig. 3D shows accuracy and loss plots of
resnet_50 for age estimation.
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Figure 3: Accuracy and loss plots of the results, (A) Accuracy and loss plots of the proposed CVIP-
Net model for age and gender estimation, (B) Accuracy and loss plot of VGG_19 model, (C) Accuracy
and loss plots of the google_net for age estimation, (D) Accuracy and loss plots of resnet_50 for age
estimation
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5 Conclusion and Future Work

Technological advancement in medicine has resulted in several types of evolution in radiologic
technology, including radiographic fluoroscopy, molecular imaging, and digital imaging. When only
the skeleton remains, gender identification becomes increasingly difficult and time-consuming. In this
research work, age and gender estimation is performed using the proposed CNN model, i.e., CVIP-
Net, and other pertained models, i.e., alex_net, inception_v3, google_net, resnet_50, and VGG_19
are also used for comparison purpose. For age and gender estimation, the proposed model CVIP-
Net achieved significant classification rates. The proposed CVIP-Net consist of 12 number of layers
and only 0.47 million parameters (learnable), which make it computationally efficient while training,
testing or even validation. Moreover, it can estimate both age and gender from X-Ray scans. The
proposed model trained on 12800 images of different age groups for age estimation, and 5166 images
for gender estimation, which is huge volume of dataset used for experiments purpose, as compared
to the state-of-the-art studies. Accuracy achieved as 96.80% for age estimation on publicly available
RSNA dataset, while 98.90% for age and 99.57% for gender on locally developed dataset using CVIP-
Net proved its superiority on previously conducted studies.

In the future we aimed to further improve to detect rest of the biological profile related particulars
in real time environment from radiological scans.
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