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#### Abstract

In the field of agricultural information, the identification and prediction of rice leaf disease have always been the focus of research, and deep learning (DL) technology is currently a hot research topic in the field of pattern recognition. The research and development of high-efficiency, highquality and low-cost automatic identification methods for rice diseases that can replace humans is an important means of dealing with the current situation from a technical perspective. This paper mainly focuses on the problem of huge parameters of the Convolutional Neural Network (CNN) model and proposes a recognition model that combines a multi-scale convolution module with a neural network model based on Visual Geometry Group (VGG). The accuracy and loss of the training set and the test set are used to evaluate the performance of the model. The test accuracy of this model is $97.1 \%$ that has increased $5.87 \%$ over VGG. Furthermore, the memory requirement is 26.1 M , only $1.6 \%$ of the VGG. Experiment results show that this model performs better in terms of accuracy, recognition speed and memory size.
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## 1 Introduction

In recent years, with the continuous development of computer technology, deep learning with powerful learning capabilities has been widely used in the field of computer vision, leading to progress in the research on intelligent recognition of leaf diseases. Image-based disease recognition is essentially an image classification problem, and the application of deep convolutional neural networks in the field of image recognition is a new research hotspot. In the work of DL, Barman et al. [1] proposed a low-cost smartphone-based image acquisition technology and constructed a self-structured classifier, which has higher verification accuracy and a shorter average time than MobileNet CNN calculation,
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but the model has obvious overfitting problems. Zhang et al. [2] used a dual-path convolutional neural network to screen corn ears. Tang et al. [3] proposed a lightweight CNN model to diagnose grape diseases. This method successfully reduced the model size from 227.5 to 4.2 MB . Wang et al. [4] established an effective neural network model, to identify common pests in agriculture and forestry. This model effectively reduced the training time and achieved recognition accuracy of $92.63 \%$. Yao et al. [5] developed a machine vision-based automated monitoring system for pest trapping that can automatically identify and count five target pests in the image. Wu et al. [6] optimised the detection and enumeration of wheat grains using the migration method. With an average accuracy of $91 \%$, the model can effectively count the number of grains. Qiao et al. [7] used unmanned aerial vehicles (UAV) to collect images of the field environment and proposed a novel network structure called MmNet (Mikania micrantha network). This model is mainly used to identify Mikania micrantha Kunth, and it has a simple structure with high accuracy. Waheed et al. [8] optimised the DenseNet model for disease identification and classification in corn leaves and its performance is close to the established CNN architecture. Kozłowski et al. [9] employed computer vision methods and deep neural network CNN for barley quality evaluation in the barley industry, but it is suitable only for quality evaluation of a small number of barley kernel samples. Xiao et al. [10] proposed a method for identifying rice blast. By extracting features, a three-layer back propagation (BP) neural network model was constructed to solve the problem of low accuracy of artificial identification of rice blast. Lu et al. [11] suggested a technique to enhance CNN's DL capabilities and classify 10 common rice diseases. Dyrmann et al. [12] used CNNs to distinguish the early growth stages of plants. The model was tested on 22 different plant images. The model's accuracy in classifying individual species was very low, resulting in an average accuracy rate of only $86.2 \%$. Alenezi [13] used a combination of CNN with parallax attention mechanism (PAM) via graph-cut algorithms to solve the dehazing problem. Zhang et al. [14] focused on designing a new CNN network structure to improve the detection accuracy of spatial-domain steganography. Rao et al. [15] proposed a bi-linear convolution neural network ( $\mathrm{Bi}-\mathrm{CNNs}$ ) for identifying and classifying plant leaf diseases. Then, VGG and pruned Residual neural network (ResNet) were fine-tuned and utilised as feature extractors and connected with fully linked dense networks. Chen et al. [16] proposed a region of interest (RoI)-based deep convolutional representation, for instance retrieval. Fang et al. [17] generated samples and training in an image recognition model based on CNN using deep convolution generative adversarial networks (DCGAN).

Rice diseases seriously impact the yield and quality and many diseases start from leaves. Therefore, timely and accurately identifying the types of rice leaf diseases is the key to comprehensive disease prevention. Although the use of chemical pesticides can control plant diseases, due to a wide variety of diseases, it is easy to misjudge without experience. The following information can help to identify rice diseases. Jiang et al. [18] proposed a CNN-SVM (support vector machine) hybrid algorithm. This approach can detect four major rice illnesses, with an average accuracy rate of $96.8 \%$. Rahman et al. [19] used a basic CNN model to identify 1426 pictures of rice pests and illnesses, including eight different rice pests and diseases. The model's accuracy is $93.3 \%$, while the size is only $1 \%$ of VGG. Shah et al. [20] introduced various image processing and machine learning algorithms for recognising rice plant illnesses. There are also a number of recognition approaches, including feature recognition based on texture morphology and others that employ CNN-related technologies [21-28]. The accuracy of rice leaf disease identification and classification by lightweight models can still be improved. Some of the studies mentioned above mainly focused on accurate plant disease recognition and classification. For this purpose, they implemented various types of CNN architectures. In some studies, ensemble of multiple neural network architectures have been used. These studies played an
important role for automatic and accurate recognition and classification of plant diseases. However, they did not consider the impact of the large number of parameters of these high performing CNN models in real life mobile application deployment. Moreover, in some studies, reducing the number of parameters in the model makes the model lightweight, while the accuracy of recognition and classification is not satisfactory. Since the reduction of the number of parameters in a CNN model reduces its learning capability, one needs to make a trade-off between memory requirement and classification accuracy to build such a model.

To address the above issue, in this research, we propose a new model structure. Specifically, we choose VGG as the backbone. In addition, to reduce the weight of the convolutional neural network recognition model, we combine the backbone with a multi-scale convolution module. Through comparative experiments, the classification of diseased rice leaves shows that the model we designed is more effective than its corresponding structure. Furthermore, the results show that the model can improve accuracy while reducing memory requirements to meet application requirements.

## 2 Materials and Methods

### 2.1 Experimental Data

Using the rice disease public image data provided in the Kaggle database [29], a variety of disease images are selected and organised into a new data set, including healthy leaves and three types of rice leaf disease images. Rice diseases occurrence depends on many factors such as temperature, humidity, rainfall, variety of rice plants, season, nutrition, etc. Brown spot is characterized by brown lesions on the leaves that develop brown dots, irregular dark brown lesions appear on the leaves of leaf blast, and the lesion part of leaf burn is bright yellow. When the following four types of image data are examined, the data set is less diseased and difficult to differentiate. The more similar the photographs are, the harder it is to classify them. Concurrently, we discovered that several of the perplexing data categories had been improperly assigned throughout the sorting process. After processing this part of the data, we will choose these four common leaf images to train and evaluate our model. Next, the sorted original image data is divided into three sets: a train set, a validation set and a test set in 8:1:1 ratio. Due to the small amount of image data, the number of various types of samples varies from 300 to 700 . The imbalance of the sample distribution will result in deviations in the model's recognition of each category after training, and the small number of sample data will be enhanced. The original data image is shown in Fig. 1.


Figure 1: Common rice leaf diseases
To improve the classification accuracy of the network, this paper uses data enhancement to expand the data volume. Data enhancement algorithms, including flipping, rotating, scaling, contrast enhancement and colour enhancement, were used in this paper. After enhancement, each category has around 3,000 images. The final expanded image data set has 12,229 samples. Tab. 1 shows the name and the number of images of each kind of grape leaf disease.

Table 1: Rice leaf dataset

| Type | Class | Number of pictures |
| :--- | :--- | :--- |
| Health | 0 | 3532 |
| Brown spot | 1 | 2700 |
| Leaf blast | 2 | 2897 |
| Leaf burn | 3 | 3100 |

### 2.2 Model Architecture

In the 2014 ILSVRC (ImageNet Large Scale Visual Recognition Challenge) competition, VGG won the second place in the classification project and the first place in the positioning project [30]. Its network structure is very simple; the entire network uses the same size convolution core size $(3 \times 3)$ and maximum pooling size $(2 \times 2)$. Using several consecutive $3 \times 3$ convolution kernels, a stacked small convolution kernel outperforms a large convolution kernel for a given receptive field because multiple non-linear layers can increase the depth of the network to ensure that more complex patterns are learned with fewer parameters. However, VGG consumes more computing resources and parameters, resulting in more memory usage. The VGG network structure is shown in Fig. 2.


Figure 2: VGG convolutional neural network
The model parameters of the VGG network structure are large, and the training time is long. Therefore, we used some methods to improve the model, and new architecture was built.

We discuss below the building blocks of the network.

### 2.2.1 Inception Model

Inception [31] is a structure proposed by GoogLeNet to expand the depth and width of the network and improve the performance of deep neural networks. First, convolve the input features of different sizes, such as $3 \times 3,5 \times 5,1 \times 1$ and max pooling. For four branches, use filters of different
sizes for convolution or pooling and finally stitch together in the feature dimension. Convolution on multiple scales simultaneously can extract the features of different scales and richer kinds, resulting in a more accurate final classification judgement. We will learn from the inception module and two neural network structures of VGG, combining their advantages and propose a neural network structure that reduces the size of the model as much as possible while ensuring accuracy.

### 2.2.2 Global Average Pooling

Compared with the fully connected layer, global average pooling technology is a simpler choice of convolutional structure for establishing the relationship between feature maps and categories. It accepts images of any size and better matches the category with the feature map of the last convolutional layer, reducing the number of parameters. We will use the global average pooling operation to replace the fully connected layer in the neural network.

### 2.2.3 Batch Normalization

Batch normalization (BN) was proposed to solve Internal Covariate Shift (ICF), that is, in the process of deep network training, the process of internal node data distribution changes due to changes in the parameters of the network [32]. In DL, due to the large memory requirements of the full batch training method, each round of training time is considerably long. Therefore, we add the BN layer to the back of the partial convolutional layer. BN normalises the input of each layer of the network to ensure that the mean and variance of the input distribution are fixed within a certain range, thus reducing the ICF problem in the network, alleviating the disappearance of the gradient to a certain extent and accelerating the model convergence. In addition, BN makes the network more robust to parameters and activation functions and reduces the complexity of the neural network model training and parameter adjustment. Finally, in the BN training process, the mini-batch mean/variance is used as the overall sample statistic estimation and the introduction of random noise, which has a regularising effect on the model to a certain extent.

### 2.3 Proposed Model

The low-level convolution extracts simple information, such as edges, colours and textures in the deep convolutional neural network, while the high-level convolution completes the abstraction of features. The following issues need to be considered when identifying different diseases on the leaf part: At the early stage of disease onset, the disease spots are tiny, making it difficult to capture detailed textures, causing overfitting of the model and increasing the difficulty of model training. Tiny colour differences are the key to distinguish different diseases. Different diseases exhibit similar colour, texture, and contour features at a certain stage of disease onset. The same disease varies significantly at different stages of disease onset. The integrated extraction of multiple features is the key to characterize the dynamic changes of diseases. Therefore, convolutional kernels of different sizes are set in the model for improving the response of the network to different features.

The improvement in the inception module uses the $7 \times 7$ convolution kernel on the original inception structure instead of max pooling and adds $1 \times 1$ convolution before $3 \times 3,5 \times 5$ and $7 \times 7$ convolution for dimensionality reduction. By using $7 \times 7$ convolution kernels instead of max pooling to extract features, the number of parameters can be reduced and the adaptability of the network to the scale can be increased. At the same time, four scales of convolution kernels are used to extract information on different scales, and the sample image features are extracted in parallel before being merged into the same tensor to continue downstream. Without changing the size of the receptive
field of the feature layer, use $1 \times 1$ convolution to reduce the depth of the feature layer to minimise calculations. Connecting the rectified linear unit (ReLU) activation function after $1 \times 1$ convolution can also increase the nonlinearity of the network to a certain extent. The improved inception module is shown in Fig. 3.


Figure 3: Improved inception module
The input image size is $224 \times 224 \times 3$, and the convolution kernel size of the first convolutional layer is $7 \times 7$. As inspired by the inception module, a $1 \times 1$ convolutional layer is added after the first convolutional layer to reduce the dimensionality and calculation of the input. After adding the improved inception module, the max pooling layer has an uneven advantage in features. Compared with VGG, only one convolutional kernel size is applied, which indicates more information. In addition, using the global average pooling operation rather than a fully connected layer can significantly reduce the parameter size, save hardware resources and improve training speed. Finally, add two BN layers to the convolutional layer to accelerate neural network training and stabilise model training. The neural network structure is shown in Figs. 4 and 5.


Figure 4: The process of model operation


Figure 5: The neural network architecture

### 2.4 Experimental Environment

The test platform is desktop computers and the software testing environment is windows 10 , a 64 -bit system. It is equipped with a processor Intel Core i5-4590 clocked at $3.3 \mathrm{GHz}, 8 \mathrm{~GB}$ of RAM, graphics NVIDIA Ge Force GT 705, all running under the python programming language and using DL framework TensorFlow-gpu2.2 and keras2.4.3.

### 2.5 Setting Parameters

During training or model evaluation, normalisation is achieved by dividing each pixel by 255.0 , resulting in the range of 0 to 1 . Then, such multi-channel images are used as input to the CNN model. The initialisation of the weights will have an impact on the network performance. In this paper, the Xavier method is chosen to initial convolutional layer Conv1. The selected optimiser was stochastic gradient descent (SGD) with a momentum of 0.9 , a learning rate of 0.0001 , a training batch of 32 , an input image size of $224 \times 224 \times 3$ and each model update iteration of 50 times. Each input iteration is randomly shuffled during the training process to ensure that the model completes the training quickly. During the training process, setting callback function to reduce the learning rate and early stopping to end the training early.

## 3 Results and Discussion

The lightweight model requires the recognition model to respond rapidly while maintaining accuracy and compressing the model's memory requirements as much as possible. As a result, the average recognition accuracy, memory needs and average forward processing time are utilised to evaluate the performance of the recognition system.

The accuracy of the results is ensured by training of the model repeatedly. After the model is trained, its performance is evaluated and compared based on the accuracy and loss curve. The average recognition accuracy is the most important indicator to test the model's performance, and the loss function uses cross-entropy.
$A c c=\frac{1}{n_{s}} \sum_{i=1}^{n_{s}} \frac{n_{i i}}{n_{i}}$
where $n_{s}$ denotes the total number of sample categories, $n_{i}$ the total number of i type samples and $n_{i i}$ the number of $i$ sample prediction results of type $i$.

Fig. 6 depicts the accuracy and loss value of each model iteration in this paper. The model reduces three times learning rate during the training process and finally triggers the callback function to complete the training at the fifteenth iteration.


Figure 6: (a) Loss plot and (b) Accuracy plot
In addition, the model in this paper was evaluated with the help of a confusion matrix. Fig. 7 shows the classification results for each category in the normalised confusion matrix of the model. The figure shows that a small number of brown-spot infected leaves mingled with healthy leaves. The main reason for this situation is that some brown-spot leaves are in the early stages of onset and the characteristics are not obvious. Some healthy leaves also have small spots that are not obvious. There is only one image classification error for burnt leaves and blast leaves. This result explains the recognition ability of the model in this article.

In addition to classification accuracy, speed is another important performance indicator. In some application scenarios, speed is a crucial evaluation indicator. The average forward processing time (AFT) represents the time required to predict a certain image on the same hardware [3].
$A F T=\frac{1}{n} \sum_{i=1}^{n} t$
The number of test rounds is $n$, and the time required for each forward propagation is $t$ in milliseconds.

The comparison experiment uses transfer learning, mainly focuses on four neural networks: VGG16, GoogLeNet (inception v3), MobileNet v1 and improved-ShuffleNet V1 [3]. Fine tuning, transfer learning and training from scratch have been implemented to assess their performance. In these four architectures, fine tuning the model while training has shown the best performance. The experimental results are shown in Tab. 2.


Figure 7: Confusion matrix

Table 2: Performance of selected models

| Model | Memory <br> requirment | Traning <br> time/round | AFT | Acc | Loss |
| :--- | :--- | :--- | :--- | :--- | :--- |
| VGG16 | 1.51 G | 1654 s | 2 s | $91.23 \%$ | 0.2247 |
| GoogLenet | 89.4 M | 348 s | 568 ms | $95.06 \%$ | 0.1416 |
| MobileNet | 14.7 M | 184 s | 296 ms | $95.49 \%$ | 0.1525 |
| Improved-ShuffleNet V1 | 15.3 M | 196 s | 559 ms | $94.37 \%$ | 0.1883 |
| Article model | 26.1 M | 707 s | 261 ms | $97.10 \%$ | 0.0813 |

The VGGNet-based model involves a large number of parameters, so the training time of the model is long, and the memory requirement of the model is also large. However, the memory requirement of the model in this paper is only $1.6 \%$ of the VGGNet model, which can completely fulfil the need to identify disease images under the mobile platform in production practice. The accuracy
of the model in this paper indicates that the model is more accurate in identifying different diseases, however, multiple convolution operations increase the training time of the model due to the use of convolution kernels of multiple sizes. The improved-ShuffleNet V1 model had high classification accuracy in the PlantVillage dataset, but only $94.37 \%$ accuracy in the rice disease classification task. Both the GoogLeNet and MobileNet models have significantly reduced the number of parameters and downsized the memory requirement to less than 100 M while slightly improving the accuracy of the model, but the accuracy of the model in this paper is $2.04 \%$ and $1.61 \%$ higher than the above two models, respectively. Due to the depth separable convolution unit, MobileNet employs a large number of small-size convolution operations and frequent feature stitching involved in the network. As a result, the recognition time is slightly longer. Compared with network structures, such as MobileNet, the model in this paper has the same image input size, small memory requirements, shorter recognition time and the highest accuracy.

## 4 Conclusion

This paper proposes a rice leaf disease classification model combining VGG and inception v1 variant structures. This network combines the advantages of VGG and the inception module to obtain a practical model for classifying leaf diseases. The author optimised the structure of VGG16, which significantly improved the recognition speed and reduced memory requirements. The optimal batch size established through experiments and the initial learning rate makes the model more stable and accurate. To check the superiority of this model, we compared it with other CNNs. Experiments show that our network architecture has the most advanced performance. The classification accuracy of this model reaches $97.10 \%$. To further improve the accuracy of rice disease recognition, we still need more high-quality rice disease image samples. The model can be further expanded to classify more than four types of rice leaf diseases and applied to mobile platforms.
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