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Abstract: The problem of image recognition in the computer vision systems
is being studied. The results of the development of efficient classification
methods, given the figure of processing speed, based on the analysis of the
segment representation of the structural description in the form of a set of
descriptors are provided. We propose three versions of the classifier according
to the following principles: “object–etalon”, “object descriptor–etalon” and
“vector description of the object–etalon”, which are not similar in level of
integration of researched data analysis. The options for constructing clusters
over the whole set of descriptions of the etalon database, separately for each
of the etalons, as well as the optimal method to compare sets of segment
centers for the etalons and object, are implemented. An experimental rating
of the efficiency of the created classifiers in terms of productivity, processing
time, and classification quality has been realized of the applied. The proposed
methods classify the set of etalons without error. We have formed the inference
about the efficiency of classification approaches based on segment centers.
The time of image processing according to the developed methods is hundreds
of times less than according to the traditional one, without reducing the
accuracy.
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1 Introduction

The key tasks of computer vision are related to the formation of useful conclusions and effective
management decisions regarding physical objects of the real world based on the analysis of their images
[1–9]. The advantage of the structural description for image analysis is the representation of visual
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objects as the set of structural elements, which makes it possible to make effective decisions in the
recognition process and provides the necessary resistance to obstacles on the analyzed image [10–16].

The development of structural recognition is associated with the perfecting of classification
mechanisms in the description space in the kind of descriptors of image keypoints, as well as with
the evaluation of the recognition efficiency on applied samples.

Achieving high-efficiency indicators for classification methods requires solving problems associ-
ated with the multidimensional data [17–20].

During implementation methods of structural classification, descriptions of objects are repre-
sented as high-dimensional numerical vectors [21,22].

Descriptions using Oriented FAST and Rotated BRIEF (ORB) [23–25] contain 256 bits, and
descriptions using Binary Robust Invariant Scalable Keypoints (BRISK) [26] detectors have 512 bits.
The number of descriptors reaches 1500 elements. The transformation of the feature space in the form
of a cluster system significantly simplifies their implementation [18,21]. The main tool is the cluster
data analysis, based on the metric relations on the set of descriptions and the definition of similar
classes of the objects and etalons [18,21,27].

Also, the problem is setting the correlation between the parameters of various
descriptions [27–29]. These parameters, for example, include the center of the cluster, which can
be determined by some approaches. The approaches are the modifications of the mean value and
median [30,31]. All similar research is related to the Content-Based Image Retrieval (CBIR) direction
[1,32]. This direction is aimed at improving intelligent recognition algorithms in accordance with the
hierarchy of representation of information [18].

The structuring of the data description and a cluster representation are mechanisms of general-
ization for the deep analysis of intellectual-level applied solutions [33–36].

2 Problem Statements

The advantage of grouping by the set of centers of clusters in comparison with the traditional
grouping method directly by description descriptors has counted the fact that the relevance is
calculated based on their optimal number of indicators [16,19,37]. When the set of image keypoints
varies from 200 to 1000 elements, then the number of centers recommended is from 2 to 10 elements
of the defined dimension.

The relevance is calculated based on researching all of the etalons, for example, in some tasks it
reaches 1500 values; the proposed transformation 1000 times reduces the number of calculations [27].

Such success necessitates the grouping of the data of the researched object and a reduction in
the level of fragmentation. This fact is due to the creation and application of main characteristics,
namely the set of description centers. In this case, the segmenting of the etalon data is performed at
the preliminary step and does not affect the performance of the grouping [18,20].

The basis of structural recognition is a priori set of descriptions of etalon images (class alphabet),
represented by the set of structural features namely descriptors.

The image database is represented by the set of E = {Ei}N
i=1 etalons descriptions.

Let’s split the set E: E = T = {Tf }k
f =1, Tf ∩ Td = ∅, Tf �= ∅.

Let’s assume that the elements of e ∈ Tf are equivalent to each other.

Formally we have two models for the classification system on the existing set of features:



CMC, 2022, vol.73, no.3 6071

• {Ei}–for images.
• {Tf}–for features in the form of cluster representation.

Due to splitting {Tf }k
f =1, each description {Ei} of the etalon is transformed into the integer vector

of the following form

h[Ei] = 〈
hi,1, hi,2, . . . , hi,j, . . . , hi,k

〉
, (1)

where hi,f = card{e |e ∈ Ei & e ∈ Tf }; k is number of clusters.

Representation Eq. (1) is the image of the etalon obtained as the result of the cluster representation
of the whole base, and the finite set of vectors Eq. (1) of the base forms a matrix H[E] = {{hif }N

i=1}k
f =1

of the base description using N samples.

The row of matrix H represents the cluster description of the individual etalon, and the column
of matrix shows the content of the cluster as a part of the equivalent elements of different etalons. In
the general case, for the most common clustering procedures which use vector data with non-integer
components (k-mean, hierarchical classification, etc. [20,21,35]), Euclidean or Manhattan distances
can be used.

The purpose of the research is to study and define level the effectiveness of the structural
methods of image grouping. The image classification is based on the creation of segmental systems by
implementing approaches to finding the relevance of the descriptions using the apparatus of optimal
comparison and voting.

The tasks of the given research are:

• To process data representation models to define the relevance of descriptions according to the
characteristics of the segment, which is important in terms of increment of data processing
speed.

• To study questions on the effectiveness of developing these models using the results of the
experimental evaluation of the proposed approaches for the applied image base.

3 Related Works

Modern structural methods for analyzing visual information are based on evaluating the similarity
of descriptor descriptions of the analyzed and etalon images, represented as the set of descriptors of
keypoints [10,21,24–26]. The value of similarity reflects the degree of response of the binary relation
of relevance for two information units as descriptions of visual objects.

The set of structural features in the form of the set of numerical vectors is formed using special
filters, namely detectors; in this work, the ORB and BRISK methods are used [25,26]. Detectors
provide obtaining descriptor vectors that are invariant to geometric transformations of displacement,
rotation, scale [10].

The task of the splitting for obtaining the model of etalons as groups of structural elements is
solved in different ways [21,27].

One of the way under research is to use clustering on set E. Cluster splitting can be configured on
the data structure that is determined by the base [27].

The modern deep learning methods using specialized processing networks aim to identify mean-
ingful differences in the classified data to achieve the most significant performance indicators for
fixed datasets [2–5,29,32]. At the same time, methods under development, which due to the combined
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implementation of the principles of local and global data analysis make it possible to significantly
simplify the classification process while ensuring the required level of efficiency [12,18–22].

Recently, methods of fuzzy data clustering [38] have started to be applied; including for image
analysis tasks [5]. However, our research [15,18,27] is largely focused on the means of traditional
clustering with non-overlapping clusters, because the available description data in the kind of mul-
tidimensional descriptor vectors are characterized by the significant similarity between each other for
different etalons. And fuzzy clustering does not make it possible to correct this problem and improve
the classification indicators.

Currently, the number of promising models for image analysis are being implemented, based
on combining the advantages and capabilities of global and local data analysis; it contributes to
the better identification of distinguishing features, for example, for complicated problems such as
vehicle classification and person identification [39,40]. In these systems, specialized networks are used
to generate features. It is clear that such approaches are related to the increase in the amount of
calculations.

The indisputable advantage of using the vector model Eq. (1) when calculating the relevance
of images in terms of calculations is that this method is much (tens of times) less consuming than
comparing the image description with the descriptions of etalon sets Ei [21].

The obtained image Eq. (1) of the object can be considered as some combinatorial configuration
[21,30,32,41], which is formed from the elements of the base set, using b = {b1, b2, . . . , bk}, bi ∈ Mi

centers, formed in the process of the cluster structure formation. In this configuration, the visual object
is represented in the form of the vector Eq. (1), which component is equal to the number of occurrences
of the base element (from the feature dictionary) in the object description. The “occurrence rating”
term is used for structural features [18]. The process of formation of such changes can be considered
as self-formation. The base set b of cluster centers, obtained as a result of clustering, is determined
directly by the set of samples {Ei} which are the focuses in the unlimited space of images recognized
by the computer system.

4 Model of Cluster Representation of Structural Description

Consider base E of descriptions of images of etalons with dimension N:E, E = {E1, E2, . . . , EN}.
Etalon description Ei is the separate class in the computer vision problem and has the representation
of the finite set of keypoints: Ei = {ev(i)}s

v=1, s is the number of descriptors [10,27].

Each descriptor ev(i) characterizes some neighborhood of the keypoint image and is the element
of vector space Rn of finite dimension n : ev(i) ∈ Rn with integer, binary, or real values. We accept the
power of descriptions of etalons to be equivalent to simplify the analysis:

card(E1) = card(E2) = card(E3) = card(E4) = . . . = card(EN) = s. (2)

This condition can be achieved by using components from a larger set.

Let us apply the mechanism mapping data E → T from the set of descriptors to the set T of
clusters created according to a definite algorithm [21,27].

The cluster is a definite subset of the image description. Images of Ei etalons are proceeding to M
of their non-intersecting Tk(Ei) subsets:

Ei = T(Ei) = ∪M
k=1Tk(Ei), k = 1, M, Tk(Ei) ∩ Tj(Ei) = ∅. (3)
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For set Tk(Ei) of the elements of each cluster, we determine its center parameter bk,i, k = 1, M,
which is the main feature of the proposed system of clustering for the researched data. Centers and
clustering bk,i can be calculated using a wide variety of methods [18,21,27,30,32,34,35,42].

Using the cluster structure, we create image Ei of the etalon as of M disjoint subsets of segments
Tk(Ei) with defined centers bk,j, M ∗ N, which is the number of formed segments and centers for the
etalons. The recognizable object is described by the set Z = {zv}s

v=1, zv ∈ Z are descriptors of keypoints,
s = card Z.

We apply the segment distribution of the set Z using reflection Z → T ; the description will be
represented by M segments:

Z = T(Z) = {Tk(Z)}M
k=1, Tk(Z) ∩ Tj(Z) = ∅. (4)

For segments Tk(Z), we find the characteristics of centers bk(Z), which are used in the segmenta-
tion process. The number of M segments to be identical for etalons and the input image.

5 Classification Methods

Researched the classification of the model “object–etalon” based on the definition of the rele-
vance values of descriptions [18,21,27]. We will use a sped-up segmentation algorithm based on the
calculation of centers bk of the system of segments an etalon and of the object.

The definition of the relevance of the “object–etalon” is formed as an interrelation of the sets of
the center’s etalons and of the object with the successive finding of the most relevant candidate.

Let us apply some distance ρ in vector space Rn. The centers of bk clusters can also be submitted
in binary form. In the binary space of vectors, the Hamming metric is more computationally
efficient [18]:

ρ(bk, zv) =
n∑

a=1

1 (bk,a, zv,a), (5)

where function 1 (bk,a, zv,a) for comparing bits numbered a for two vectors are equal to 1 if the bits do
not match and 0 otherwise.

Let’s calculate M × M of all distances ρ(Tk1
(Z), Tk2

(Ei)), k1, k2 ∈ [1, 2, . . . , M] between the
segment systems of the researching object and of etalons by finding the distances q = ρ(bk1

(Z), bk2
(Ei))

between the components of the sets of centers the i-th etalon and of the object and accept them as {qa},
a = 1, 2, . . . , M2.

Using the components of set {qa} based on classical methods, we can find the distances: farthest
or nearest neighbor, Hausdorff, bond distance, or their improvement associated with the processing
of components qa or logical research [30,34]. For example, the average bond distance has the
interpretation

ρav(Tk(Z), Tk(Ei)) = 1
M2

∑M2

a=1
qa. (6)

The improvement for determining the distance is happened by choice of three minimum compo-
nents of the in advance ranked sample q∗ = q1 ≤ q2 ≤ . . . ≤ qM2 for the set of distances [27]:

ρ3m(Tk(Z), Tk(Ei)) =
∑3

a=1
q∗

a. (7)
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Distance Eq. (7) has the attributes of integral metrics and both differential. It is received because
of the choice of three unique minima.

As an analog to Eq. (7), we will use the opportunity to add the nearest neighbor distances singly
for all of the object centers

ρNN(Tk(Z), Tk(Ei)) =
∑M

a=1
min

j=1,...,M
ρ(ba(Z), bj(Ei)). (8)

Distance models Eqs. (7) and (8) do not assure that certain a center of the etalon will belong to a
definite center of an object. The finding of a center with certain characteristics is using the Hungarian
algorithm for the best definition of the optimal center of the etalon to all centers of the objects [27,32].

Let us use the Hungarian algorithm for the successful definition of correlation between different
sets of cluster centers b1, b2. They were calculated for values Z1, Z2 taking into account the possible
availability of noise [30,34], which causes deviations from desired parameters.

The result of applying the Hungarian approach is the creation of the optimal matching for the
parameters researched sets with the reduction of all costs. It can be evaluated as the sum of the distances
between two certain elements in b1, b2. The correlation mechanism usually leads to a minimization
problem

R(x) =
M∑

i=1

M∑
j=1

ρ(b1i, b2j)xij → min, (9)

where b1i ∈ b1; b2j ∈ b2; xij is a binary feature; xij ∈ {0, 1}, which is 1 if the i-th and j-th elements
match.

The solution to task Eq. (9) with restrictions on the conformity of characteristics from the
researched sets⎧⎪⎪⎨
⎪⎪⎩

M∑
j=1

xij = 1, ∀i = 1, M,

M∑
i=1

xij = 1, ∀j = 1, M
(10)

optimizes the distance Eq. (9) between sets the researched of centers b1, b2.

The number of segment centers in a given task is small (3 . . . 5). Optimal approaches can be used
with minimal claims for processing speed data.

The offered expressions Eqs. (7) and (8) and distances for researching the sets of vectors apply to
formed descriptions Ei and Z, but with a greater quantity of calculations.

Segmentation of an object based on the defined distances Eqs. (6)–(8) between considered the
centers of the data is performed usually by finding the minimum value among the values of the etalon

Z → Ea : a = arg min
i=1,...,N

ρ(Tk(Z), Tk(Ei)). (11)

We showed the scheme of such a classification method in Fig. 1.
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Figure 1: Classification scheme No. 1

An independent segmentation realization for the etalon set simplifies the representation of
classification algorithms of the “object descriptor–etalon” variety regarding separate characteristics
of the description of the researched object. This method takes into account the possible effects of
obstacles on the filtration process or image processing during segmenting and the sudden onset of
false keypoints caused by obstacles. In this case, the segmenting of the researched object description
is not performed (this considerably minimizes the computational resources).

All object description descriptors have an “individual etalon class” formed in comparison with
the calculated set {bj(Ei)} of etalon centers. For all object descriptions zv ∈ Z we determine the closest
of all etalon centers {bj(Ei)} according to the nearest neighbor procedure

d = arg
i

min
j, i

ρ(zv, bj(Ei)), d ∈ {1, 2, . . . , N}, (12)

where ρ is the calculated distance between the center and object descriptor bj(Ei); i ∈ {1, 2, . . . , N};
j ∈ {1, 2, . . . , M × N}.

Eq. (12) embodies the multivalued function d : Rn → {1, 2, . . . , N}, which forms the etalon class
based on an individual descriptor from the researched object description.

Considering the results Eq. (12) ∀zv ∈ Z the number of r1, r2, . . . , rN votes of zv ∈ Z, elements
selected to a certain center {bj(Ei)} of the description Ei is determined:

ri =
∑s

v=1
F [zv → {bj(Ei)}], (13)

where F is a logical function that provides the hit a certain of the element zv to the determined center
with the number j of the segment of the etalon Ei. The mechanism for realizing the function F to
provide filtering of obstacles takes into account the threshold indicator δF for minimum the value of
the distances defined for all of the existent centers’ {bj(Ei)} segments for each etalon [10,18,27,34].

The researched object’s image is processed considering the defined values of r1, r2, . . . , rN votes:

Z → Ej : j = arg max
i

ri. (14)

According to the classification Eqs. (12)–(14), the researched image will be directed to the etalon
that will have the maximum number of votes of keypoint descriptors. Classification scheme No. 2 is
shown in Fig. 2.
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Figure 2: Classification scheme No. 2

Let us now consider model No. 3 of the classifier based on representation Eq. (1). The clas-
sification process differs from previous methods in that segmentation is implemented on the full-
fledged set of etalon descriptions and centers b∗

f are determined that are common to the entire base of
etalons [18,27].

We consider the set of object descriptors zv ∈ Z in turn; we assign the current descriptor to cluster
Td under the contention rule

zv → Td

∣∣∣∣ arg min
f

ρ(zv, b∗
f ) = d. (15)

Because of the research of the entire set Z, a description of the object Z = (h1, h2, . . . , hk) is
obtained in the form Eq. (1). Further, under model Eq. (11), the class of the object is determined
using the vector (for example, Manhattan) distance between the cluster representations of the object
and the etalons in the space of integer vectors.

6 Experiments and Results

The proposed classification methods based on the cluster representation have undergone detailed
experimental verification on various image bases [10,20,27].

The represented schemes of classifiers are used in the samples of images of Pokemon [27,43]. The
software tools were applied–the Java programming language, IDLE with the means of the OpenCV
library [44], and IntelliJ IDEA 2020 [45].

The researched images are represented in Fig. 3. ORB descriptors are applied (n = 256).

The idea of simulation modeling was implemented using the applied development of two species
of classifiers:

• Realization voting descriptors considering the Eqs. (12)–(14).
• By the finding of the best correlation between the centers of the segments Eqs. (9)–(11).

The first algorithm embodies the mechanism of classification “object descriptor–etalon”. The
second algorithm embodies the mechanism of classification “object–etalon”. They apply principles of
an independent segment system developed for all etalons.
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Figure 3: Examples of analyzed images

The classification was implemented by a method when a set of descriptors (algorithm No. 1) or
of centers of the segmental view of certain etalon (algorithm No. 2) were correlated with the set of
centers of segments for ten etalons [27,43]. Methods of descriptions of 300 keypoint, 500 keypoint,
1000 keypoint, and 1500 keypoint (with ORB descriptors) were implemented.

The definition of the normalized quantity of votes (in %) for the researched images Fig. 3 on the
set of 10 etalons at s = 500 are represented in Tab. 1.

Table 1: Generalized classification results based on method No. 1

Input
images

Etalons

1 2 3 4 5 6 7 8 9 10

3 7.4 8.8 23.8 9.6 12.6 7 6.8 9.4 6.6 8
5 11 9.8 10.2 7.2 29.8 9.2 3.8 5.8 3.2 10
6 9.6 9.8 8.2 12 9.4 26 6.6 4.8 5.6 8

The maximum values are painted with color in Tab. 1.

The first algorithm classifies the researched images, and the superiority of the biggest over the
nearby value in the line is confirmed for all considered images. Test results have represented that for
the available base of etalons, the quantity of applied descriptors almost does not influence the upshot.
All researched variants of keypoints (300, 500, 1000, 1500) received analogous values. The integrated
application of the descriptions provides stable sets of segment centers.

The conclusions of classification in the values of the minimal distance with the application the
method No. 2 by the Hungarian algorithm to calculate the optimum compliance between the centers
of the segments of the researched image Fig. 3 (3 etalons–No. 3, No. 5, No. 6) and an etalon (10 etalons)
for 500 keypoints are represented in Tab. 2.

To successfully describe the researched image, segmenting was repeated. The minimum values are
painted with color in Tab. 2.

By the modeling conclusions, we observe a successful classification for the researched etalons. The
value of the minimum distance defined in keeping with the Hungarian algorithm is much less from all
etalons. The etalon No. 6 (row No. 3 of Tab. 2) is detected as the best.
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Table 2: Generalized classification results based on method No. 2

Input
images

Etalons

1 2 3 4 5 6 7 8 9 10

3 212 230 133 242 201 197 224 193 179 198
5 248 182 227 276 133 221 238 193 199 214
6 232 196 227 248 211 49 212 213 183 106

Research of received data (Tabs. 1 and 2) for the processed base of etalons demonstrates much
more successful classification based on algorithm No. 1 compared to algorithm No. 2. This fact is
substantiated and explained by a particularized research of the data properties in algorithm No. 1.
It grounds algorithm No. 2 exclusively on the integral properties of descriptions being the results
of segmenting. Testing has proven the ability the successfully using of optimum scientific methods
(Hungarian algorithm) for applied tasks where input data are filed in a consolidated segment form.
Outright using these algorithms to research hundreds of descriptor vectors does not make sense we
observe realization time limitations.

By results of performed modeling, it appreciated the necessary time for using the described
approaches. The basic part of the program code implements the finding and description of keypoints
based on the ORB detector (using the OpenCV library) [24,25,44].

The number of keypoints does not affect in any way the speed of algorithm No. 2 (its advantage);
is taken into account only the number of segments [18,27]. With a magnification in the number of
keypoints, the realization time of algorithm No. 1 is not significantly enlarged.

The realization time of classification for algorithms No. 1 and No. 2 fluctuated from 1.1 to 1.5 s
for the keypoint scans, the segmenting method, the researched image data, and the equipment applied.

Let us analyze the features of the proposed method No. 3 based on model Eq. (15) using the
example of the experimental base of marine mammals (Fig. 4) when presenting their structural
descriptions within 10 clusters.

During the research, we identified keypoints for etalon images based on ORB and BRISK
(OpenCV and JSFeat libraries), clustering (JavaScript, k-Means library), calculation of the distance
matrix for the image database (Fig. 4).

Note that the examined images are similar to each other, and in natural conditions of observation,
it is difficult to classify them even for a person. Another feature of this database is a significant visual
similarity between the 1st and 4th images (whale and baby whale). Image sizes are 139 × 309 pixels.
The database descriptions were clustered using the k-means method [20,35]. The coordinates of certain
keypoints are shown in Fig. 5.

As a result, a description of the base (matrix H of the cluster representation) was obtained in
Tab. 3. We showed the normalized matrix of weight coefficients in Tab. 4.

According to Tab. 4, we can build a variety of classification methods, which are based on the
accumulation of weights as an analog of the membership function to the corresponding cluster
[10,27,34].
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Figure 4: Image of marine mammals

Figure 5: Image of keypoints coordinates

As seen, the representation obtained in Tab. 4 looks quite effective. In columns 2, 3, 8, 9, 10, there
is a significant predominance of weight coefficients for a few etalons. We can calculate the similarity
matrix for the etalon base by multiplying the cluster weight column by the number of structural features
of the etalon found in the cluster (Tab. 3).

We presented the distance matrix in Tab. 5.

From Tab. 5, we see significant differences in the etalons in the cluster space, while etalons 1 and
4 remain the most similar.
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Table 3: Number of KT etalons in the cluster view

H M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

Z1 3 6 2 2 5 3 6 8 0 4
Z2 11 12 0 15 8 14 9 0 0 0
Z3 3 2 0 14 5 0 18 13 0 0
Z4 4 1 2 3 4 5 6 1 1 1

Table 4: Weight matrix for marine animals’ base

α1 M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

Z1 0.18 0.38 0.42 0.08 0.27 0.17 0.19 0.43 0 0.74
Z2 0.37 0.43 0 0.34 0.24 0.44 0.16 0 0 0
Z3 0.13 0.09 0 0.40 0.19 0 0.40 0.50 0 0
Z4 0.33 0.09 0.58 0.17 0.30 0.39 0.26 0.07 1.00 0.26

Table 5: Class distance matrix

Etalons 1 2 3 4

1 0 58 42 21
2 58 0 58 51
3 42 58 0 47
4 21 51 47 0

The key parameter of the cluster representation is the number of clusters related to the equivalence
threshold for structural features.

The reduction in the size of computations during recognition takes into account the number of
clusters and the composition of the considered set.

For comparison, we present the cluster representation matrix within 5 clusters based on the images
of Fig. 4 in Tab. 6.

Table 6: Cluster view for 5 clusters

H M1 M2 M3 M4 M5

Z1 10 11 3 7 8
Z2 19 14 0 20 16
Z3 7 12 4 26 5
Z4 8 4 3 6 7
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The histogram of the representation of the first image (Fig. 4) in the system of 5 and 10 clusters
is shown in Fig. 6. The values of the columns (these are the first rows in Tabs. 3 and 6) indicate the
number of image descriptors related to the corresponding cluster.
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Figure 6: Histogram of image clusters in Fig. 4 (green–5 clusters, blue–10 clusters)

Conducted computer simulation showed error-free recognition of the analyzed visual objects with
the number of clusters from 5 to 10, with an increase in clusters (over 8), the accuracy does not
improve. The transition to the vector form increases the speed of recognition by simplifying processing.
Comparison of classification schemes using different detectors (ORB and BRISK) shows that method
No. 3 is more accurate and sensitive; it distinguishes even very similar images.

The described experiments confirmed the effectiveness and efficiency of the researched modifica-
tions of algorithms based on segments.

The developed approaches show a significant advantage in the analysis and classification of
enormous sets of images with arbitrary sets of vectors, allowing you to speed up the total recognition
time by hundreds of times.

7 Conclusions

The principal preference of the algorithm represented in this research is the essential reduction in
computational costs for image classification while providing the sufficiently high efficiency indicator.

Application of the segment representation on the set of descriptors promotes perfecting the
temporary indicators of the classification at the expense using of segment centers and provides a
sufficient level of productivity.

Research and working of collected data allow the development of the hierarchical model with the
variable element of detailing and to reveal characteristics of the image description that are meaning
for classification.

The developed methods of classification based on the segment description provide a sufficient
level of image resolution. Cluster representation reduces the time spent on recognition by dozens of
times.

The effectiveness of cluster recognition significantly depends on the resulting system of clusters in
the applied basis of the classes specified by the etalons. At the stage of system training, it is advisable to
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achieve approximately an equal rendering for the set of structural characteristics of etalons, so that the
obtained cluster representation results in an equivalent effect of all structural elements on the result.
For similar images (Fig. 4, etalons 1 and 4), it is advisable to create the unified etalon description.

According to the experiments, the recommended number of clusters in applied tasks of computer
vision should be between 5 . . . 10.

Method parameters such as the threshold for the equivalence of structural features, the threshold
for the significance of relevance degree when determining the certain class, as well as the number of
clusters are determined in the training process for specific application databases of images.

Perspectives of the further research include the implementation of developed methods for large
image databases, and also to the study of their effectiveness by using modern means of fuzzy and
multidimensional clustering.
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