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Abstract: Knowledge-based transfer learning techniques have shown good
performance for brain tumor classification, especially with small datasets.
However, to obtain an optimized model for targeted brain tumor classifi-
cation, it is challenging to select a pre-trained deep learning (DL) model,
optimal values of hyperparameters, and optimization algorithm (solver). This
paper first presents a brief review of recent literature related to brain tumor
classification. Secondly, a robust framework for implementing the transfer
learning technique is proposed. In the proposed framework, a Cartesian prod-
uct matrix is generated to determine the optimal values of the two important
hyperparameters: batch size and learning rate. An extensive exercise consisting
of 435 simulations for 11 state-of-the-art pre-trained DL models was per-
formed using 16 paired hyperparameters from the Cartesian product matrix
to input the model with the three most popular solvers (stochastic gradient
descent with momentum (SGDM), adaptive moment estimation (ADAM),
and root mean squared propagation (RMSProp)). The 16 pairs were formed
using individual hyperparameter values taken from literature, which generally
addressed only one hyperparameter for optimization, rather than making a
grid for a particular range. The proposed framework was assessed using a
multi-class publicly available dataset consisting of glioma, meningioma, and
pituitary tumors. Performance assessment shows that ResNet18 outperforms
all other models in terms of accuracy, precision, specificity, and recall (sensi-
tivity). The results are also compared with existing state-of-the-art research
work that used the same dataset. The comparison was mainly based on
performance metric “accuracy” with support of three other parameters “pre-
cision,” “recall,” and “specificity.” The comparison shows that the transfer
learning technique, implemented through our proposed framework for brain
tumor classification, outperformed all existing approaches. To the best of our
knowledge, the proposed framework is an efficient framework that helped
reduce the computational complexity and the time to attain optimal values of
two important hyperparameters and consequently the optimized model with
an accuracy of 99.56%.
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1 Introduction

One of the most widely known imperative causes for the increase in deaths among adults and
children is brain tumors, which emerge as a group of anomalous cells developing inside or around
the brain [1]. A precise and early brain tumor diagnosis plays a significant role in successful therapy.
Among imaging modalities, MRI is the most extensively utilized non-invasive approach that succor
radiologists and physicians in the discernment, diagnosis, and classification of brain tumors [2–4].
The radiologist approaches brain tumor classification in two ways: (i) categorizing the normal and
anomalous magnetic resonance (MR) images and (ii) Scrutinize types and stages of the anomalous
MR images [2].

Since brain tumors show a high-level of dissimilarities related to size, shape, and intensity [5],
and tumors from various neurotic types might show comparatively similar appearances [6], therefore
classification into different types and stages has become quite a wide research topic [7,8]. Manual
classification of comparatively similar appearing brain tumor MR images is quite a challenging task,
which relies upon the accessibility and capability of the radiologists. Despite the radiologist’s skills,
the human visual system always bounds the analysis as the knowledge contained in an MR image
surpasses the perception of the human visual system. Thus, the computer was used as the second eye
to understand the MR images.

Computer vision-based image analysis methods usually encompass several sub-processes: pre-
processing, segmentation, feature extraction, and classification. A low-level process, preprocessing
consists of operations such as image sharpening, contrast enhancement, noise reduction, etc. [8].
Segmentation and classification are in the mid-level process domain. Image segmentation is the process
used to extract the anomalous region from MR images, which helps to accurately locate the tumor
and determine its size. The classification results depend upon suitable feature extraction from the
delineated segmented region. Feature extraction is generally dependent on the knowledge of an expert
in a particular domain, which makes it quite challenging for an unskilled person to use it in traditional
image processing as well as in machine learning. One can eliminate the manual feature extraction
problem by using DL approaches based on the self-learning hierarchical fashion principle.

Deep learning, especially convolutional neural networks (CNNs), outperforms many machine
learning (ML) approaches in different areas, such as generating text [9], natural language processing
[10], speech recognition [11], face verification [12], object detection [13], image description [14],
machine translation [15], and the game of Go [16]. In particular, improved performance in computer
vision boosted the utilization of DL methods for brain tumor MR image analysis [17,18]. For decades,
CNN’s have been utilized but, they gained popularity when Krizhevsky [19] participated and won the
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) by developing a DL model “AlexNet”
trained on ImageNet dataset [20], in 2012. Another similar but deeper visual geometry group (VGG)
network, known as VGGNet, was presented by Zisserman and Simonyan [21] for classification in the
2014 ILSVRC. In fact, DL progressed with the availability of big data [20,22,23], advanced learning
algorithms [24–28], and powerful graphical processing units (GPUs).

Algorithms based on deep learning for a certain classification task are difficult to effectively
reuse and generalize. Therefore, a new algorithm from scratch has to be rebuilt even for a similar
task that requires considerable computational power and time. At the same time, if sufficient data
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are not available for similar tasks, the developed algorithm may have difficulty in attaining the desired
performance or might even fail to complete the tasks. In case of a shortage of data, for example, in brain
tumor classification, the concept of knowledge-based transfer learning technique may be employed
by using pre-trained DL models that are already trained for other classification problems. However,
selection of a pre-trained DL model, hyperparameters’ optimal values, and an optimization algorithm
(solver) is challenging tasks to obtain an optimized model for targeted brain tumor classification. This
research aims to provide a robust framework for implementing knowledge-based transfer learning
techniques for brain tumor classification with a small-sized dataset. The research contributions of this
study are as follows:

• A robust framework is proposed for brain tumor classification that describes complete approach
to utilize the knowledge of a pre-trained DL model and re-train it for brain tumor classification
with a small dataset.

• Following the framework, the knowledge transfer technique is deployed using 11 state-of-the-
art pre-trained DL models to select an appropriate model for brain tumor classification.

• The concept of Cartesian Product Matrix is introduced to find the most suitable pair of
two important hyperparameters, batch size and learning rate. The cartesian product matrix
is formed from initialized set of hyperparameters vector. Each pre-trained DL model was
evaluated for the three most popular solvers (SGDM, ADAM, RMSProp) to obtain the most
appropriate set consisting of a solver, one batch size, and one learning rate.

• To investigate the model performance, a comprehensive comparative analysis of each model for
brain tumor classification was conducted.

The rest of the paper is divided into five sections. Section 2 presents a comprehensive literature
review related to brain tumor classification with the focus on their approaches. Section 3 describes the
proposed framework to implement transfer learning technique with the used dataset, preprocessing,
augmentation, pre-trained networks, fine-tuning and performance assessment. Section 4 discusses the
results and analysis of the proposed frame work. At the end, conclusion and future work have been
discussed in Section 5.

2 Literature Review

To classify brain tumors, many research efforts have contributed to different subfields of detec-
tion and classification processes. Different techniques have been presented for the segmentation of
anomalous regions in MR images [29–32]. MRI(s) are classified into different types and grades after
segmentation. In [33–35], binary classifiers were used for tumor classification into malignant and
benign classes.

Abdolmaleki et al. [33] extracted 13 different features to differentiate malignant and benign
tumors using a three-level neural network. The features were extracted with the help of the radiologists.
The proposed methods were applied to a dataset of 165 patients’ MRIs, which helped to achieve
accuracies of 94% and 91% for benign and malignant tumors, respectively. In [34], the author catego-
rized brain tumors as malignant or benign by using a hybrid scheme consisting of a genetic algorithm
(GA) and a support vector machine (SVM). Furthermore, Papageorgiou et al. [35] introduced fuzzy
cognitive maps (FCM) to classify tumors into low-grade and high-grade gliomas. Papageorgiou’s FCM
model used 100 cases and achieved 93.22% accuracy for high-grade gliomas and 90.26% accuracy for
low-grade gliomas.
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In addition to the binary classification of brain tumors, Zacharaki et al. [36] proposed a technique
using SVM and K-nearest neighbor (KNN) for multi-classification of brain tumors into primary
gliomas, meningiomas, metastases, and glioblastomas. This research encompasses sub-processes, such
as segmentation and feature extraction, to perform multi-classification. Accuracies of 88% and 85%
for binary classification and multi-classification, respectively, were achieved. Hsieh et al. [37] also
proposed a technique based on extracted features from a dataset of 107 MR images, consisting
of 73 and 34 low-grade and high-grade glioma MRIs respectively, to measure malignancy. The
proposed technique produced accuracies of 83%, 76%, and 88% using local, global, and fused features,
respectively. Sachdeva et al. [38] presented a technique that depends on optimal features, based on color
and texture, extracted from segmented regions, and used GA in combination with SVM and artificial
neural network (ANN). The technique achieved accuracies of 91.7% and 94.9% for GA-SVM and
GA-ANN, respectively.

Cheng et al. [5] presented a framework based on the following approaches to extract features:
intensity histogram, gray level co-occurrence matrix (GLCM), and bag-of-words (BoW). In the
domain of classification, this research is considered as the first significant work towards brain tumor
multi-classification using the challenging and largest publicly available dataset in figshare [39], consists
of glioma, meningioma, and pituitary brain tumor types. The approach is dependent on a wide
range of features extracted from a manually defined segmented region and applied as input to
different classifiers. The author used sensitivity, specificity, and classification accuracy as measurement
parameters and obtained the best results using SVM for a particular set of features. In [40], Ismael and
Abdel Qadir worked on the same challenging publicly available dataset, as used in [5] and proposed
an algorithm for brain tumor classification. The algorithm uses the Gabor filter and discrete wavelet
transform (DWT) to extract the statistical features used to train the classifier. The authors randomly
selected 70% and 30% of MR images for training and validation of the classifier, respectively. Feature
extraction from a segmented region of interest (ROI) and its appropriate selection is significant in
establishing the best learning of the classifier. These handcrafted features must be extracted by an
expert with sound knowledge and skills to determine the most significant features. Furthermore, the
feature extraction process requires a significant amount of time and is susceptible to errors when
dealing with big data [41].

In contrast to ML, DL algorithms do not require handcrafted features. DL requires a preprocessed
dataset and applies a self-learning approach to determine the significant features [42]. Eventually, many
CNNs such as AlexNet [19], ResNet [43], and VGGNet [21] were deployed after being trained on a
large ImageNet dataset in ILSVRC [20] for classification. These CNNs are recognized as state-of-the-
art DL models [19,21,43]. Afshar et al. [44] proposed a method for the brain tumor classification based
on the CapsNet model. The method relies on adopting CapsNets, capability of CapsNets, analysis
of overfitting, and output visualization pattern setup. Furthermore, Zia et al. [45] presented a brain
tumor classification technique that relied on rectangular window image cropping. The technique used
DWT for feature extraction, principal component analysis for dimensionality reduction, and SVM
for classification. Hossam et al. [46] presented a CNN-based DL model to classify different types
of brain tumors using two datasets. They used one dataset for three-class brain tumor classification,
while the other was used for glioma tumor classification into grades II, III, and IV. The proposed
methodology proved to be useful for the multi-classification of brain tumors. Jia et al. [47] achieved an
accuracy of 98.51% for normal and anomalous brain tissue classification while evaluating MR images.
The author used a support vector machine to perform fully automatic heterogeneous segmentation of
brain tumors based on the extreme learning machine (ELM) deep learning technique. They proposed
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a fully automatic algorithm with the support of structural, relaxometry, and morphological details to
obtain optimum features.

The increase in deep CNN performance, owing to the concepts of feature extraction in a
hierarchical fashion, motivated researchers to transfer the pre-trained network knowledge acquired
during training with millions of images into new classification tasks with a small amount of data,
to take advantage of their learned parameters, specifically, weights. Tab. 1 summarizes a review of
research performed in the area of brain tumor classification based on knowledge-based transfer
learning for the period 2017–2022. In [48], the author fine-tuned ResNet [49] and VGG [21], the pre-
trained classification models, to distinguish between high-grade and low-grade brain tumors. They
implemented the concept of transfer learning and achieved an accuracy of 97.19%. Talo et al. [50]
presented a binary classifier based on the transfer learning concept for brain MR image classification
into normal and anomalous brain images. The authors fine-tuned a pre-trained DL model, ResNet34,
and claimed that this is the first work on brain MRI classification using the deep transfer learning
approach. They used a dataset containing 613 images [51] and obtained better performance in com-
parison with other DL-based approaches using the same dataset. Sajjad et al. [52] used a pre-trained
DL model and customized it for grading of brain tumors. The authors evaluated the proposed system
on both original and segmented data. The results show a convincing performance in comparison with
benchmark systems. Swati et al. [53] used VGG-19 [21], a pre-trained DL model, to transfer knowledge.
The author performed a manual block-wise fine-tuning approach for the classification of a more
challenging task of multi-class brain tumors. Following his work in [53], Swati proposed a method
to develop similar brain tumor images based on content retrieval [54]. For similarity measurements,
the author used the VGG-19 [21] features. Deepak et al. [55] utilized the knowledge of GoogleNet
(ImageNet) [56] as a pre-trained DL model for brain tumor classification into different classes.

Table 1: Literature summary related to MR image processing using transfer learning techniques

Reference Year Study Domain Dataset Used Model for
Classification

Description

[57] 2017 Segmentation of
Brain Tumor

Radboud University
Nijmegen Diffusion
Tensor and Magnetic
Resonance Cohort
(RUN DMC)

15 layers CNN
without pooling
layer

They trained a CNN model on
brain MRI, followed by its assessment
with different domains images.

[58] 2018 Brain Tumor
Detection &
Classification

The Cancer Genome
Atlas Glioblastoma
Multiforme
(TCGA-GBM) & The
Cancer Genome Atlas
Low Grade Glioma
(TCGA-LGG)

VGG 16 and
ResNet 50

The authors implemented the concept
of transfer learning by utilizing two
pre-trained convolutional networks to
distinguish high grade glioma (HGG)
and low grade glioma (LGG).

[50] 2019 Brain abnormality
classification

Harvard Medical
School Data

ResNet34 In this work pre-trained ResNet model is
used for classification of normal and
anomalous brain MRI scans.

[53] 2019 Brain tumor
classification

Brain tumor public
dataset (Figshare)

VGG-19 Performed block-wise fine-tuning for
a more challenging classification of
multi-class brain tumors.

(Continued)
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Table 1: Continued
Reference Year Study Domain Dataset Used Model for

Classification
Description

[54] 2019 Content-based
Image retrieval

Brain tumor public
dataset (Figshare)

VGG-19 VGG-19 features were used to retrieve
similar brain tumor images.

[55] 2019 Brain tumor
classification

Brain tumor public
dataset (Figshare)

GoogleNet A pre-trained model GoogleNet was used
for brain tumor classification into three
different classes.

[59] 2020 Grading based
Brain tumor
classification

Multiple Brain tumor
dataset

AlexNet Brain tumor grading based on a
pre-trained AlexNet model was proposed.

[60] 2020 Multi-grade
Classification of
Brain Tumor

Radiopedia dataset VGGNet The paper investigates the CNN models
for the Classification of Brain Tumor.

[61] 2020 Brain MRI
Reconstruction
for classification

The Molecular Interactive
Display and Simulation
(MIDAS) Dataset

Custom CNN The authors trained a customized CNN
model using a public dataset. They
fine-tuned the model for the
reconstruction of brain MR Images.

[62] 2020 MRI based Brain
tumor diagnosis

Brain tumor public
dataset (Figshare) &
Harvard Medical School
Data

Inception V3,
DensNet201

The author concatenated different
features that are extracted from multiple
layers of used pre-trained deep learning
models and then utilized those features to
classify the brain tumors using a softmax
classifier.

[63] 2021 Brain Tumor
Classification

Brain tumor public
dataset (Figshare)

Inception V3,
Xception, and
multiple ML
Algorithm

Author used Inception V3 & Xception
models to extract the features and then
different deep and ML classifiers for the
classification. The main contribution of
the author is to introduced ensemble
model based on the extracted features
from used deep learning models

[64] 2021 Brain Tumor
Classification
using GoogleNet
features and ML
algorithm

Brain tumor public
dataset (Figshare) &
Harvard Medical School
Data

GoogleNet In this paper, the authors used the
Pre-trained GoogleNet to extract the
features and input to the ML-based
classifiers K-NN and SVM.

[65] 2021 Multimodal Brain
Tumor
Classification

Brain Tumor
Segmentation (BraTS)
2018 Dataset

VGG-19 First, the authors extracted features from
two different dense layers of VGG19
pre-trained deep learning model and
fused them to get more informative
features’ knowledge. Second, they used
IPSO algorithm to select the optimum
features.

[66] 2021 Brain Tumor
classification using
Ensemble of Deep
features and ML
algorithm

02 different brain tumor
dataset from Kaggle
consists of MR Images
with and without tumor &
Brain tumor public
dataset (Figshare).

DeneNet-160,
InceptionV3,
ResNet50 for
feature extraction
and Multiple ML
algorithms for
classification

Authors used ensemble features, extracted
from DeneNet-160, InceptionV3, and
ResNet50 and use multiple ML
algorithms such as K-NN, SVM,
AdaBoost, etc., to classify MR images
into different classes,

(Continued)
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Table 1: Continued
Reference Year Study Domain Dataset Used Model for

Classification
Description

[67] 2022 Brain Tumor
Classification

02 different brain tumor
dataset from BraTS and
Figshare

Features extracted
from Xception
model

Authors extracted features using
Xception network and proposed
multi-level attention network (MANet)
by designing spatial attention & long
short-term memory network
(LSTM)-based cross-channel module.

3 Proposed Framework

This section explains all the details related to the proposed framework, presented in Fig. 1, for
implementing the transfer learning technique utilizing pre-trained DL models for the classification
task. Any pre-trained classification model with its learned parameters can be used after customization.
The proposed framework is based on a novel idea to input hyperparameters in the form of ordered
pairs (batch size and learning rate). The ordered pair can be defined as a 2-tuple element of a
matrix constructed using the concept of the Cartesian product of two initialized sets of batch size
and learning rate. The following subsections discuss the step-by-step implementation of the transfer
learning technique using the proposed framework.

Figure 1: Proposed framework to implement transfer learning technique
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3.1 Dataset

A publicly accessible brain tumor dataset of 233 patients consisting of 3064 MR images [39],
was used. Three types of brain tumor MR images comprising 1426 slices of gliomas, 708 slices of
meningioma, and 930 slices of pituitary tumors are available in this dataset. Fig. 2 illustrates each type
of tumor percentage in the dataset. The data is available in .mat file format (Matlab data format),
contains a label for the image, patient ID, image in the form of a 512 × 512 matrix, a tumor mask,
and discrete points coordinate on tumor border.

Dataset statistics clearly depicts that the classes in the dataset are imbalance. Imbalance dataset is
itself a challenging issue in which predicting correctly smaller size class is more critical than larger size
class. In this research, model-based approach, such as transfer learning technique, is used to tackle
this issue. Experiments in previous research [50,53–55,57–64] have supported the use of model-based
approach provided that the tuning parameters are chosen carefully. In fact, transfer learning technique
takes advantage of the features extracted from source domain at different levels and compensates for
the overall lack of samples in the training data or targeted domain, ending up with a good trained
model for imbalanced small dataset.

Figure 2: Percentage of different type of tumors in the dataset

3.2 Preprocessing

Medical image analysis requires data preprocessing, which includes contrast enhancement and
standardization. First, the dataset was normalized to the intensity values and then mapped to
grayscale’s 256 levels using the relationship, as described in Eq. (1).

y(i,j) = x(i,j) − xmin

xmax − xmin

× 28 (1)

where y(i,j) corresponds to any one of the 8-bit grayscale pixel values between 0 and 255 against x at
position(i, j). xmax and xmin are the maximum pixel intensity and minimum pixel intensity in the original
image, respectively. Fig. 3 shows the original and enhanced images.
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Figure 3: Original and enhanced image

The enhanced resultant images are resized and concatenated three times, as per the standard input
image size of the pre-trained DL models, to create channels. Tab. 2 lists the models used in this research
and their standard input sizes.

Table 2: Used pre-trained models and input image size

Model Name Standard Input Image Size

AlexNet, SqueezeNet 227 × 227 × 3
GoogleNet (ImageNet), GoogleNet (Places365), VGG 16, VGG 19,
ResNet 18, ResNet 50, ResNet 101, MobileNet

224 × 224 × 3

Inception V3 299 × 299 × 3

3.3 Data Augmentation

High-quality big data plays a significant role in the effective training of any DL model. It is
undoubtedly expensive to collect sufficient medical data available for training to reconstruct the
classifier. In general, data augmentation techniques are used to enlarge the data size to provide a larger
input sample space to achieve the desired accuracy and to reduce overfitting.

In this research, extensive data augmentation is performed not only to increase the data size but
also to check the effectiveness of the knowledge-based transfer learning technique with and without
data augmentation, particularly for our brain tumor classification task. A total of eight augmentation
techniques with 32 different parameters were implemented to extend each data sample into 32
samples. Out of eight, four techniques–flipping, rotation, shears, and skewness–are for geometric
transformation invariance, and the rest of the techniques, sharpening, Gaussian blur, emboss, and
edge detection are used for noise invariance [52]. The details of the total dataset size and each class
size before and after augmentation are listed in Tab. 3.
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Table 3: Brain tumor dataset statistics with and without augmentation

Types of tumors Dataset statistics

Original dataset Augmented dataset

Glioma 1426 45632
Meningioma 708 22656
Pituitary 930 29760
Total 3064 98084

3.4 Pre-Trained Networks

For the classification task, there were many pre-trained CNN models. In this research, the
idea behind the proposed framework is domain adaptation, in which transfer learning allows us to
utilize the network and knowledge in terms of network weights of pre-trained DL models, from a
source domain, to re-train it using new training data for another classification task in the target
domain. The data size and similarity between the target and source domain tasks are important
parameters for pre-trained model selection. Because almost all pre-trained existing DL models are
trained on millions of natural images, choosing one pre-trained model directly to implement the
transfer learning technique for the classification of brain tumors is quite difficult. For this reason,
we used 11 contemporary pre-trained DL models, as shown in Tab. 2, and fine-tuned them to find
the optimum model for our classification task. All 11 models were selected based on their learned
rich feature representation as they were trained on the ImageNet database, consisting of 1000 object
categories except one GoogleNet variant that was trained on images from the places 365 database,
consisting of 365 image categories. Other than the “similarity” between source and target domain,
the selected model’s performance and efficiency differs because of many other characteristics such as
nature of network architecture (sequential or Directed Acyclic Graph (DAG)), depth of the network
(number of network layers), number of learned parameters (weights), etc. In this research, the selected
models contain all types of networks, that is, sequential, DAG, and advanced compact CNN models.

3.5 Fine-Tuning

In the proposed framework, all 11 selected pre-existing deep learning models were fine-tuned for
brain tumor multi-classification. In general, deep learning models consist of different layers, including
convolutional, max pooling, FC, softmax layer, and a last cross-entropy-based classification layer.
Using the concept of transfer learning, we retained all the network layers with their learned parameters,
particularly weights, except that the last FC layer was replaced with a new FC layer with output
size three, and the network’s last cross-entropy-based classification layer is replaced with a new one.
The retained layers help the network to use the low-level extracted features from the pre-trained
model, while the replaced layers facilitate the network in high-level feature learning. The modified
network is then fine-tuned to obtain an optimum model by training it with our brain tumor dataset.
For training, the transfer learning technique uses two types of parameters: learned parameters (e.g.,
weights) from the original pre-existing deep learning model and hyperparameters, for example, batch
size and learning rate, but the latter needs to be optimized. Because the choice of hyperparameters
and their values depends on the targeted task, types in the dataset, and size of the dataset, it is quite
difficult to select one specific hyper-parameter(s) optimal value that works for all pre-trained models.
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In general, while training the CNN, a back-propagation algorithm is employed to minimize the
cost function. Eq. (2) illustrates the cost function

C = − 1
m

m∑
i

ln
(
p

(
yi|X i

))
(2)

where m represents the total number of samples (images) for training, X i represents ith image sample
with a yi label, and p (yi|X i) represents the probability of true classification. Optimization algorithms
(solvers), such as stochastic gradient descent, are used to perform learning for mini-batches of size N
using the gradient, computed using back-propagation, which results in minimizing the cost function
C. Considering, for a convolutional layer l, the weights W t

l at iteration t and mini-batch cost Ĉ to
update the weights in the following iteration, using Eqs. (3), (4), and (5).

γ t = γ

⎢⎢⎢⎢⎣
tN
m

⎥⎥⎥⎥⎦
(3)

V t+1
l = μV t

l − γ tal

∂Ĉ
∂Wl

(4)

W t+1
l = W t

l + V t+1
l (5)

where al represents the layer l learning rate, γ represents the scheduling rate that affects the learning
rate, and μ represents the momentum that affects the weights, updated previously, in the current
iteration. It is clear from the above equations that among all hyper-parameters, batch size and learning
rate are the two most important hyper-parameters and their optimal values, side by side, may help
in solving different issues such as convergence problems, convergence time, and overfitting, and
ultimately improve the accuracy of the pre-trained DL model while using them to implement the
transfer learning technique. In this research, we used the following optimization strategy to obtain the
optimal pair rather than the individual optimal values of the two most important hyper-parameters:
learning rate and batch size.

We initialized two different sets X and Y for both hyperparameters, consisting of possible values
based on their available values in various studies [46,50,53,62,68,69]. We define X = [7, 10, 32, 128] and
Y = [0.01, 0.001, 0.0001, 0.00001] for the batch size and learning rate, respectively. A2 − dimensional
matrix of size 4 × 4, containing 2−tuple elements, was generated by taking the Cartesian product of
two initialized sets X and Y . The Cartesian product of two sets X and Y is the set of all ordered pairs
(x, y), can be defined as

X × Y = [(x, y) |x ∈ X and y ∈ Y] (6)

It can be generalized to n-ary Cartesian product over n sets X1, · · · , Xn of differenthyperparameters

X1 × · · · × Xn = [(x1, · · · , xn) |xi ∈ Xi for every i ∈ {1, · · · , n}] (7)

In our case, we transformed the Cartesian product vector into a matrix for a better understanding,
as described in Eq. (8):

X × Y =

⎡
⎢⎢⎣

(7, 0.01) (7, 0.001) (7, 0.0001) (7, 0.00001)

(10, 0.01) (10, 0.001) (10, 0.0001) (10, 0.00001)

(32, 0.01) (32, 0.001) (32, 0.0001) (32, 0.00001)

(128, 0.01) (128, 0.001) (128, 0.0001) (128, 0.00001)

⎤
⎥⎥⎦ (8)
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Each element of the Cartesian product matrix is applied as a pair of inputs for two hyperparame-
ters to retrain the modified network architecture against each pre-trained deep learning model with our
dataset for the brain tumor classification task. Each modified network architecture was evaluated for
the three most popular solvers: SGDM, ADAM, and RMSProp. An extensive comparative assessment
was conducted in terms of accuracy to obtain the optimal values of batch size and learning rate, along
with the most appropriate solver.

3.6 Performance Assessment

The performance assessment of the proposed framework was carried out using the same per-
formance metrics used in related references [5,40,52,53,55,62,64,70]. A classifier can be tested using
four parameters: true positive (TP): an outcome where model predicts the positive class correctly, true
negative (TN): an outcome where model predicts the negative class correctly, false positive (FP): an
outcome where model predicts the positive class incorrectly, and false negative (FN): an outcome where
model predicts the negative class incorrectly. These parameters can be extracted from the confusion
matrix to compute the performance metrics: accuracy, precision, specificity, and sensitivity (recall).

Precision:

Precision represents the ratio of correctly predicted positive data samples (instances) to the total
predicted positive instances. Mathematically,

Precision = TP
TP + FP

(9)

Specificity:

Specificity measures the ratio of correctly predicted negative instances to the all instances in an
actual class. Mathematically,

Specificity = TN
TN + FP

(10)

Sensitivity:

Sensitivity measures the ratio of correctly predicted positive instances to the all instances in an
actual class. Mathematically,

Sensitivity (Recall) = TP
TP + FN

(11)

Accuracy:

Accuracy measures the correctly classified instances with respect to the total number of instances.

Accuracy = TP + TN
TP + TN + FP + FN

(12)

4 Results and Analysis of Framework

As discussed in Tab. 1, many researchers have explored transfer learning techniques for brain
tumor classification by utilizing the knowledge of pre-trained DL models. The models were fine-tuned
using different hyperparameters. However, the literature review reveals that pre-trained models have
not been deeply investigated for brain tumor classification, particularly for multi-hyperparameters
simultaneously. As discussed earlier, each hyperparameter has an impact on the model’s performance,
depending on the targeted domain and task. To analyze the proposed framework, we performed an



CMC, 2022, vol.73, no.2 4381

extensive comparative analysis to assess the optimal values of hyperparameters (Learning Rate and
Batch Size) by applying their different values as 2-tuple input from a Cartesian product matrix, to
11 different deep learning models. The 11 models used for investigation were AlexNet, GoogleNet,
GoogleNet (Places365) [71], ResNet18, ResNet50, ResNet101, VGG16, VGG19, SqueezeNet [72],
MobileNet [73], and InceptionV3 [74]. The proposed framework was implemented and investigated
for brain tumor classification using a system equipped with NVIDIA GEFORCE GTX 1080 –
8GB Graphics and MATLAB 2020. The dataset was divided into 70%, 15%, and 15% for training,
validation, and testing of the model, respectively. After customizing the pre-trained deep learning
model, a total of 435 experiments were performed with each pair of inputs from the Cartesian matrix
of batch size and learning rate for the three most popular solvers. All the results in terms of accuracy
are presented in Fig. 4.

Figure 4: Performance evaluation in terms of accuracy for the pre-trained models using hyperparam-
eters pair

To determine the optimal parameters, we first separated the maximum accuracy result for each
pre-trained model and summarized it in Tab. 4 with other parameters observed during the training
processes. The other parameters are the number of epochs utilized in convergence, number of iterations,
validation accuracy, training time, and confusion matrix. To determine the optimized model for our
brain tumor classification problem, all experimental results were carefully investigated. Starting with
AlexNet, out of 48 combinations of {Solver type, Batch Size, Learning Rate}, our proposed framework
performed well for the combination {SGDM, 32, 0.001} with an accuracy of 97.6%. AlexNet showed
good performance for another combination {Adam, 128, 0.0001} with an accuracy of 97.82%, but
its training time was much higher than the previous one, and could not converge until forced stop
on completing 100 epochs. It is quite obvious from the experimental results that the training time
for AlexNet is considerably less than that for other pre-trained networks because of its sequential
nature. The results of GoogleNet (ImageNet), GoogleNet (Places365), and SqueezeNet are almost
the same as AlexNet, even though they have a complex architecture based on a DAG network. The
modified models VGG16, VGG19, MobileNet, and InceptionV3 when re-trained using our proposed
framework performed better than the models discussed earlier. All three variants of ResNet, especially
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ResNet18, outperformed all other networks with parameters {SGDM, 32, 0.01} by achieving 99.56%
accuracy when using our proposed framework for brain tumor classification. This is due to the ResNet
working principle of building a deeper network compared to other networks and its capability to solve
the vanishing gradient problem simultaneously. Figs. 5a and 5b depict the training-validation accuracy
and loss curve, and confusion matrix while training, validating, and testing ResNet18, the best-
performing model. In addition to the ultimate accuracy measurement, utilizing three other measures:
precision, recall, and specificity, the proposed framework was further evaluated. Tab. 5 summarizes
the performance measures related to the above-mentioned measuring parameters for the average of
all classes and each class separately as well for all deep learning networks presented in Tab. 4. The
comparison shows that ResNet18 outperforms all the others in all the measuring fields. To the best
of our knowledge, the strategy of our proposed framework has proven to be quite efficient, with an
accuracy of 99.56%.

Table 4: Comparative study of models with their optimal parameters

Pre-Trained
Model

Confusion Matrix Predicted
Class

Solver Batch
Size

Lear
ning
Rate

Epoch Itera
tions

Validation
Accuracy
(%)

Testing
Accu-
racy
(%)

Training
Time

G M P

AlexNet True Class G 210 3 1 SGDM 32 0.001 54 3600 97.17 97.6 0:14:44
M 2 101 3
P 0 2 137

GoogleNet
(ImageNet)

True Class G 210 4 0 Adam 10 0.0001 16 3300 98.4 97.39 00:16:03

M 2 101 3
P 1 2 136

GoogleNet
(Places365)

True Class G 210 4 0 SGDM 10 0.001 20 4200 98.26 97.17 00:14:42

M 6 99 1
P 1 1 137

ResNet-50 True Class G 213 1 0 SGDM 7 0.001 17 5100 98.26 99.56 0:24:46
M 1 105 0
P 0 0 139

ResNet-101 True Class G 213 1 0 SGDM 10 0.001 23 4800 98.26 99.35 0:51:04
M 1 105 0
P 1 0 138

ResNet-18 True Class G 213 1 0 SGDM 32 0.01 54 3600 98.48 99.56 0:19:25
M 0 105 1
P 0 0 139

VGG16 True Class G 214 0 0 SGDM 7 0.0001 11 3300 96.74 98.26 0:14:41
M 6 98 2
P 0 0 139

VGG19 True Class G 211 3 0 SGDM 7 0.0001 15 4500 97.17 98.69 0:21:24
M 1 105 0
P 0 2 137

(Continued)
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Table 4: Continued
Pre-Trained
Model

Confusion Matrix Predicted
Class

Solver Batch
Size

Lear
ning
Rate

Epoch Itera
tions

Validation
Accuracy
(%)

Testing
Accu-
racy
(%)

Training
Time

G M P

SqueezeNet True Class G 208 5 1 SGDM 32 0.001 36 2400 97.39 97.39 0:11:18
M 1 103 2
P 2 1 136

MobileNet True Class G 213 1 0 SGDM 32 0.01 54 3600 97.61 98.91 0:43:46
M 1 103 2
P 0 1 138

Inception V3 True Class G 211 3 0 RMS-
Prop

10 0.0001 20 4200 98.04 98.26 0:58:39

M 1 103 2
P 1 1 137

Figure 5: (Continued)
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Figure 5: (a) Training-Validation accuracy and loss for best performing model, (b) Confusion matrix
for best performing model

Table 5: Comparative study of models in terms of performance metrics

Fine-Tune
Models

Precision Per
Class

Average
Precision

Sensitivity
Per Class

Average
Sensitivity

Specificity
Per Class

Average
Specificity

AlexNet 99.06% 97.61% 98.13% 97.60% 99.18% 98.91%
95.28% 95.28% 98.58%
97.16% 98.56% 98.75%

GoogleNet
(ImageNet)

98.11% 96.97% 97.20% 96.95% 98.37% 98.53%
92.59% 94.34% 97.73%
98.56% 98.56% 99.38%

GoogleNet
(Places365)

96.77% 97.17% 98.13% 97.17% 97.14% 98.25%
95.19% 93.40% 98.58%
99.28% 98.56% 99.69%

ResNet50 99.53% 99.56% 99.53% 99.56% 99.59% 99.74%
99.06% 99.06% 99.72%
100.00% 100.00% 100.00%

ResNet101 99.07% 99.35% 99.53% 99.35% 99.18% 99.55%
99.06% 99.06% 99.72%
100.00% 99.28% 100.00%

ResNet18 100.00% 99.57% 99.53% 99.56% 100.00% 99.84%
99.06% 99.06% 99.72%
99.29% 100.00% 99.69%

VGG16 97.27% 98.30% 100.00% 98.26% 97.55% 98.67%
100.00% 92.45% 100.00%
98.58% 100.00% 99.38%

(Continued)
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Table 5: Continued
Fine-Tune
Models

Precision Per
Class

Average
Precision

Sensitivity
Per Class

Average
Sensitivity

Specificity
Per Class

Average
Specificity

VGG19 99.53% 98.73% 98.60% 98.69% 99.59% 99.48%
95.45% 99.06% 98.58%
100.00% 98.56% 100.00%

SqueezeNet 98.58% 97.41% 97.20% 97.39% 98.78% 98.75%
94.50% 97.17% 98.30%
97.84% 97.84% 99.06%

MobileNet 99.53% 98.91% 99.53% 98.91% 99.59% 99.49%
98.10% 97.17% 99.43%
98.57% 99.28% 99.38%

InceptionV3 99.06% 98.26% 98.60% 98.26% 99.18% 99.17%
96.26% 97.17% 98.87%
98.56% 98.56% 99.38%

Table 6: Comparative study of models with their optimal parameters using augmented dataset

Pre-Trained
Model

Confusion Matrix Predicted
Class

Solver Batch
Size

Learn
ing
Rate

Epoch Iter
ations

Valida
tion
Accu-
racy
(%)

Testing
Accu-
racy
(%)

Training
Time

G M P

AlexNet True Class G 6699 114 32 SGDM 32 0.001 4 8100 98.4 98.27 1:10:41
M 45 3316 37
P 3 24 4435

Google Net
(ImageNet)

True Class G 6664 142 39 Adam 10 0.0001 1 5100 97.6 97.97 1:04:27

M 28 3320 50
P 10 30 4422

GoogleNet
(Places365)

True Class G 6820 19 6 SGDM 10 0.001 2 6900 97.61 97.26 1:12:04

M 238 3097 63
P 63 14 4385

ResNet-50 True Class G 6748 78 19 SGDM 7 0.001 01 7800 98.8 98.87 01:50:01
M 19 3371 8
P 7 35 4420

ResNet-101 True Class G 6831 11 3 SGDM 10 0.001 2 9000 99.15 99.20 03:50:23
M 58 3305 35
P 4 6 4452

(Continued)
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Table 6: Continued
Pre-Trained
Model

Confusion Matrix Predicted
Class

Solver Batch
Size

Learn
ing
Rate

Epoch Iter
ations

Valida
tion
Accu-
racy
(%)

Testing
Accu-
racy
(%)

Training
Time

G M P

ResNet-18 True Class G 6806 35 4 SGDM 32 0.01 4 7200 99.23 99.23 1:29:40
M 30 3363 5
P 8 31 4423

SqueezeNet True Class G 6822 18 5 SGDM 32 0.001 4 7200 98.33 98.34 1:29:59
M 153 3224 21
P 23 24 4415

MobileNet True Class G 6825 18 2 SGDM 32 0.01 3 6000 99.21 99.31 1:56:17
M 42 3341 15
P 9 16 4437

Inception
V3

True Class G 6838 4 3 RMS-
Prop

10 0.0001 2 7500 99.01 98.92 0:58:39

M 73 3283 42
P 24 13 4425

However, do we need an augmentation technique to increase the data size. In this research, as
discussed above, to increase the data size, extensive data augmentation techniques are utilized, and
the framework is evaluated only for the optimal hyperparameters that provide high accuracy for each
pre-trained model without augmentation evaluation. Tab. 6 shows a minimum improvement of 0.09%
using the GoogleNet (Places365) model and a maximum improvement of 0.95% using the SqueezeNet
model, which shows quite similar results to the original data (without augmentation). This suggests
that the transfer learning technique, if implemented with a proper framework for the selection of
optimal hyperparameters, may not require data augmentation.

A performance comparison is presented in Tab. 7 between our work and other existing state-of-
the-art research works that used the same brain tumor dataset for multi-type tumor classification. The
comparison is mainly based on performance metric “accuracy” with support of three other parameters
“precision,” “recall,” and “specificity.” The comparison shows that the transfer learning technique,
implemented through our proposed framework for brain tumor classification, outperformed all
existing approaches based on traditional image processing [5,40], CNN [44,70], and transfer learning
[52,53,55,60,62,64,69].
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5 Conclusion and Future Work

This research presents a comprehensive literature review, along with a robust framework for
implementing the transfer learning technique. The comprehensive review reveals that there is a need
for a solution to select an appropriate pre-trained deep learning model and optimal hyperparameter(s)
values for such an implementation. Our proposed model not only solves the model selection issue,
but also helps in determining the optimal hyperparameter values. To determine the appropriate pre-
trained deep learning model, 11 state-of-the-art pre-trained models were used. A Cartesian product
matrix is created to obtain all possible pairs from initialized sets of hyperparameters (batch size and
learning rate). All pairs were applied as input one-by-one to each pre-trained deep learning model and
re-trained with our brain tumor dataset for the three most popular solvers for the evaluation of the
performance of the proposed framework. The simulation work for the framework’s assessment reveals
that the transfer learning technique is quite effective even with a small size imbalance dataset, and
we may not need augmented data if it is implemented with a proper framework with an appropriate
selection of hyperparameters and solvers. Further, the results reveal a tradeoff between batch size and
learning rate, but it depends on the model architecture type and complexity. The assessment shows
that the proposed framework is effective for radiologists and physicians in classifying diverse tumor
types. The proposed framework can also be used for other classification issues.

The work can be broadened in the future to increase the dimensions of the Cartesian product
matrix to obtain optimal values of other hyperparameters. Further, in-depth investigation is required
for a few pre-trained DL models that failed to retrain on our dataset for selected pairs of the Cartesian
product matrix.
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