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Abstract: Big health data collection and storing for further analysis is a
challenging task because this knowledge is big and has many features. Several
cloud-based IoT health providers have been described in the literature previ-
ously. Furthermore, there are a number of issues related to time consumed and
overall network performance when it comes to big data information. In the
existing method, less performed optimization algorithms were used for opti-
mizing the data. In the proposed method, the Chaotic Cuckoo Optimization
algorithm was used for feature selection, and Convolutional Support Vector
Machine (CSVM) was used. The research presents a method for analyzing
healthcare information that uses in future prediction. The major goal is to
take a variety of data while improving efficiency and minimizing process
time. The suggested method employs a hybrid method that is divided into
two stages. In the first stage, it reduces the features by using the Chaotic
Cuckoo Optimization algorithm with Levy flight, opposition-based learning,
and distributor operator. In the second stage, CSVM is used which combines
the benefits of convolutional neural network (CNN) and SVM. The CSVM
modifies CNN’s convolution product to learn hidden deep inside data sources.
For improved economic flexibility, greater protection, greater analytics with
confidentiality, and lower operating cost, the suggested approach is built on
fog computing. Overall results of the experiments show that the suggested
method can minimize the number of features in the datasets, enhances the
accuracy by 82%, and decrease the time of the process.
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1 Introduction

Several medical types of equipment have already been integrated using detectors to gather,
exchange, and combine the huge amounts of medical information created. Wireless Sensor Networks
(WSN), as well as the Internet of Things (IoT), are examples of developing technologies used in
advanced medical systems (IoT). Furthermore, new mobility projects are being widely implemented,
which is accelerating the evolution of smart medical systems. The goal is to make the most of actual
data coming from a variety of health and sensory offerings. The Internet of Things creates a wide
range of sophisticated large health records. Both storing and processing systems face numerous issues
as a result of this information. To overcome difficulties, the integration of IoT with several key
technologies, such as cloud technology, is becoming crucial.

Organizations can collect, collect, organize, and manipulate enormous amounts of information
from a combination of disciplines. At the optimum speed and also at the correct time to obtain new
perspectives [1]. Different aspects of the solution process can be ineffective or lacking in knowledge.
Due to the existence of noise, a few others may confuse the classifier’s cost and effectiveness in the
prediction performance. While leaving such measures put in place causes no data concerns, it enhances
the computational time and slows down the system’s reaction times. Because of the limited storage
capacity, this also leads to the collection of a quantity of non-useful information alongside beneficial
information. Furthermore, the individual feature selection approach and the particular issue may be
linked, making the method inapplicable to certain other situations [2].

Artificial neural networks (ANNs) are used in machine learning to create neurons with trainable
weights so that the neuron, has a relevant mathematical functionality. It is related to the information in
the database as feasible [3]. Convolution neural networks (CNNs) for prolonged spatial types of data
(e.g., voice and image validation) [4,5], recurrent neural networks (RNNs) for statistical kinds [6], and
generative adversarial networks (GANs) for producing new instances and categorizing instances [7] are
all instances of deep learning methods. For massive amounts of data, deep learning is just an effective
and simple data-mining technique. Moreover, for enhanced quality, deep learning depends on effective
equipment, particularly the graphics processing unit (GPU), and such equipment has been costly [8,9].

By picking characteristics and categorizing the data, the SVM seems to be another well-known
and successful supervised learning algorithm. Leading to the formation of deep learning, SVMs sig-
nificantly outperforms ANNs in a variety of real-world uses. That includes healthcare, the technology
sector, online analysis, spectroscopic unsupervised feature pixel density, extremely unbalanced sets of
data, financially distressed extraction, clustering techniques, etc. In contrast to deep learning methods
that attempt to be based on observations using ANNs. Then the SVM uses mathematical optimization
to divide (rather than combine) various classes of information using kernels. Furthermore, an SVM
offers high precision with low computational resources and limited information, which are 2 of deep
learning’s drawbacks [10–12].

The main contribution of the proposed method is given below:

• By quickly analyzing the medical information in real-time by boosting correctness while
reducing computing expenses.
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• It can be accomplished by using the Hybrid Chaotic Cuckoo Optimization algorithm used for
feature selection and Convolutional Support Vector Machine (CSVM)

• In an Ambient Healthcare method to conduct feature selection on information and then
categorize it to decrease computation time and enhance the performance.

• To minimize the randomized feature selection method and reduce becoming caught in locally
optimal, use chaotic theories, levy flight, and the disruption operator.

• Opposition-based training stops ideas from clumping together in one location, allowing for a
more thorough exploration of the issue space.

• Because the disruption operators examine the opposing points of answers, the responses span
more of the issue surface and produce better outcomes.

The rest of our research article is written as follows: Section 2 discusses the related work on Health-
care systems, feature selection methods, and several classifiers. Section 3 shows the algorithm process
and general working methodology of the proposed work. Section 4 evaluates the implementation and
results of the proposed method. Section 5 concludes the work and discusses the result evaluation.

2 Literature Review

Health services should expect considerable breakthroughs as a result of this approach of IoT
and cloud technology. This connection allows for the development of new types of smart medical
devices. Medical systems that have lately been created and launched are aimed at practitioners and
academicians in order to adopt contemporary health services. Healthcare information is recorded,
processed, and analyzed using IoT-based healthcare infrastructure. In this spirit, over the last few
times, creating medical systems, extraction of features, and clustering techniques has gotten a lot of
interest in industry and academia [13]. A current healthcare design will be described in detail in the
following.

Feature extraction is a critical pretreatment and information retrieval tool for information
analytics and it is used in a wide range of fields. It is often used as a key method for high-dimensional
research methodology. Since it has demonstrated its potential to improve a wide range of many other
academic tasks, including clustering techniques, content analysis, image recognition, and video data, to
mention a few [14,15]. Features extraction troubles had a good compromise between both the volume
of extracted features and the reliability of the categorization. In reality, the overall length of the features
subdomain was frequently predetermined in prior investigations.

Classification approaches can be categorized as follows based on how to describe the characteris-
tics is used in multiple databases trained, semi-supervised, and unstructured [16]. The information
that describes the characteristics is used to assist the features extraction procedure in supervised
instructional methods. Such techniques use labeled data for training feature selection algorithms,
which estimate the importance and relevance of characteristics according to specified criteria [17,18].
Unsupervised techniques are effective for picking characteristics with regard to the labeling in
databases. Since unlabeled training comprises examples and characteristics with no knowledge about
the normal categorization of observations [19]. Mixed methods merge multiple different algorithms,
namely filtering and wrappers methodologies, to produce much more satisfying results for finding
solutions [20].

For conserving effort and lowering processor expenses, issues of velocity, economy, and compu-
tation complexity can be tackled. Designers have to lower the volume of information being analyzed,
which we may do by minimizing the features of big data processing. A Feature Selection (FS) strategy
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can be used to reduce the amount of data that is stored. FS has an impact on the results and allows
for limited circumstances. The characteristic that is being used to enhance efficiency is determined by
FS [21].

The program characteristics and hyperparameters are optimized using metaheuristic optimization
techniques [22]. Chaos is just a predictable part of an emerging whose input variables and settings
affect its behavior. The essence of chaos appears to be random, but it also has a consistency to it.
Chaos is a non-linear function that can alter the behavior of a program. Chaotic systems describe a
non-converging limited pseudo-random controlled system. Minimizing local minimum standards can
address standards developed in optimization computation. There seem to be a lot of maps that are
chaotic [23–25].

Selecting an optimum information domain is crucial for speeding up and grading the categoriza-
tion, particularly when dealing with huge amounts of information. The cuckoo’s method, which also
was developed in this work, was utilized to pick characteristics. Cuckoos are fascinating species that
use a spatial approach to reproduce aggressively. They really lay hundreds of eggs of many other birds
known as hosts. If the hosting birds locate the cuckoo eggs in the nests and push those away, they
would not have an opportunity to make a difference. If indeed the hosting birds are unable to locate
the cuckoo’s egg, the cuckoo’s chicken, who develops quicker than the hosting chicken, would evict
them from the nests [26].

3 Proposed Health Data Methodology

The stages of the suggested strategy are organized in a step-by-step manner. The first step begins
with data collected from different sources. At this point, data variability is a problem. Information is
transported to the second step in order to complete the data management process. The information
is stored in the second stage, then optimized and categorized in a manner that allows the third stage
to perform well and offer flawless solutions. The steps of the CCO-LFD-CSVM approach will be
described in depth in the following sections.

Fig. 1 shows the proposed workflow. It consists of three phases:

• Data Collection
• Data management
• Feature Selection and Classification

The detailed descriptions were explained below.

3.1 Ambient Intelligent Healthcare System Based Big Data

Throughout many powerful data analysis scenarios, information changes throughout the period
and should be examined in near real-time. Models developed to interpret such data soon grow outdated
as structures and correlations develop and mature. In statistics and machine learning, this is referred
to as notion drifting. Concept drift is a term used in machine learning and data mining to explain
variations in the connections among a set of data in an issue across periods. When it comes to
interacting with idea drift, the most typical strategy is to ignore it and assume that information
somehow doesn’t alter.
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Figure 1: Proposed workflow of CCO-LFD-CSVM

It’s critical to solve the issue of long production times and high computing costs in healthcare big
data systems. This can be accomplished by (i) presenting a method for analyzing different forms of
medical data, (ii) forecasting meaningful information with minimal computational expense, and (iii)
analyzing statistical information. As a result, a hybrid method with 2 stages is developed. To begin, the
set of attributes is reduced using a feature selection method. After then, the suggested hybridization
algorithm’s second step is data categorization. Fig. 2 shows the Architecture of Ambient Healthcare
System based Big Data.

3.1.1 Data Collection

Each stage is divided into two parts: one is for interpretation of data and the other for transmitting
gathered information to another stage. The information originates from a variety of places, including
clinics, research facilities, wearable technology, and government agencies. The acquired information is
then transmitted to the next step through a communication channel.

3.1.2 Data Management Phase

Reduced latencies and real-time communications during the data analysis stage and other phases
are provided via fog technologies. This stage is carried out with the help of Hadoop [1], an open-source
Java-based software platform. Hadoop’s fundamental goal is to spread data warehouses and software
execution across huge groups. Hadoop enables vast capacity for just about any type of information via
the Hadoop Distributed File System (HDFS). The information management stage is divided into two
parts, each of which is in charge of storage and analysis. The first component is information processing
which uses the HDFS [1] to store information. Its developed system is information processing and
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categorization, which employs Hadoop MapReduce [1] computing and simultaneous calculating to
analyze a variety of data using the suggested hybrid method.

Figure 2: Architecture of ambient healthcare systems based on big data

This phase’s execution entails employing a mixture model to optimize data. This approach
uses Chaotic Cuckoo Optimization to choose features from big data stored in HDFS. Then uses
Convolutional SVM to classify the optimized data, and all of this is done using MapReduce computing
and parallel computation, as illustrated in Fig. 3.
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Figure 3: Data processing using the proposed method

3.1.3 Service Phase

The data processing, Application Programming Interface (API), and User Interface (UI) compo-
nents make up the overall stage. Those modules communicate with one another in order to make the
best decisions possible. The shared data component takes information and facts from the detection
and analysis module and prepares them for usage by the API and UI components.

3.2 Chaotic Cuckoo Optimization Based on Levy Flight and Disruption Operator

As a feature selection approach, the suggested wrapper-based chaotic cuckoo optimization
algorithm with levy flight and disruption operator (CCO-LFD) is discussed. The cuckoos wander
around in the solution space to change their views to any location in the continuous domain within
the basic cuckoo optimization procedure. Its answers are restricted to the binaries field [0,1] numbers
given the nature of both the feature selection challenges.

Matrices can be created with NMpop cuckoos NMpop ×NMvar. In the traditional technique, cuckoos
randomly chose certain shelters which are established in the process at first sight of laying eggs. The
chaotic functional accelerates the speed of convergence. Utilizing ergodicity, smoothness, and semi-
stochastic qualities to seek the best solution in a chaos method amongst local optimal solutions led to
the high probability of optimal solutions. Chaos factors, on the other hand, now are supposed to be
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produced by an unstructured one-dimensional map that allows them to change in the region of (0.1)
or be scaled in this region.

A random number is used as the beginning value for the Gauss/mouse chaotic functions, and the
serial numbers are generated using Eq. (1)

Xo = Rand

Xi+1 =
⎧⎨
⎩

1 Xi = 0
1

mod(Xi, 1)
Otherwise

(1)

Cuckoos would look about for the ideal habitat in an attempt to discover it for the next
generations. Despite the fact that there are numerous evolving variations in the research, cuckoo
optimization method difficulties such as convergence rate and ineffective outputs remain. To overcome
these challenges, the Levy flights approach is utilized, which allows the CCO-LFD method to produce
more accurate alternatives. In addition, the disruption operators detected habitat feature subset.
Cuckoo optimization algorithm (COA), it is unable to execute full search properly, will be able to
do it more successfully and will not be locked in local minima to use this strategy.

The step size is then computed using Eq. (2). The duration scaling of 0.01 is used to reduce
inflating the amount of the steps and causing the solutions to bounce out of the modeling environment.

Step size = 0.01 × Ss (2)

The percentage the number of eggs lay through this cuckoo and the overall amount of eggs in limit
determines the egg-laying radius (ELR) of each cuckoo. an is adjusting ELR’s highest benefit. ELR is
written as Eq. (3).

ELR = α × Number of Current Cuckoos eggs
Total amount of eggs

× (VarHigh − VarLow) (3)

In Eq. (4), the universal randomized searching to use the idea of levy flights is provided; where X (t)
i

represent the current situation of the cuckoo I after t repetitions during its last s a home. To construct
a new phase X (t+1)

i of X (t)
i Levy flight is used. Eq. (4) calculates the curr of the habitats X (t)

i via levy
flight, and ELR is specified in Eq. (3).

X (t+1)

i = X (t)
i + ELR × Levy(Ss) (4)

Because the continuously collection of characteristics must be translated to the matching binaries
field, the very next equation uses a new location of a habitats, where Y j,t+1 makes reference to the
cuckoo with the j index upon t iterative process:

Y j,t+1 = f (X) =
{

1 if (W(X j,t+1)) ≥ Rand
0 Otherwise (5)

W(X j,t+1) Is measured by using Eq. (6)

W (a) = 1
1 + e10(a−0.5)

(6)

The constant field (free location) should be translated into binary methods to fix the feature
selection challenges.
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When the result of a bit exceeds 1, the relevant feature inside the extracted features is picked,
whereas 0 signifies zero. It signifies that the feature subset’s 2nd and 4th features have been chosen.
Eq. (7) describes the fitness value:

fitnesst = max
(

(1 − b) × ACC + b ×
(

1 − M
N

))
(7)

Fitness values are set to the cuckoo’s habitats in the search process throughout each repetition.
Every repetition evaluates these locations, with the ideal position being chosen as the optimal answer.
ACC is defined as accuracy.

In principle, the suggested approach relies on the chaotic method, levy flight, opposition-based
training, and disruption operators to improve the behaviors of the cuckoo optimization technique.
Obviously, both of these operatives have their own set of responsibilities. The goal of employing the
chaotic algorithms in the first phase is to enhance the starting spot. The cuckoos get the greatest impact
on the converging of answers resulting to the comprehensive solution; hence the updated method was
applied in the levy fly operation. In addition, opposition-based training is a clever way to explore the
other side the space and improve exploring strength.

Two factors are chosen to end the process in the CCO-LFD method: maximal repetition (or
creation) in the last 20 iterations, there has been no substantial improvement in average accuracy.

Algorithm 1: CCO-LFD Algorithm
Input: NMpop , MaxGeneration=100, NMvar, Cuckoos Num=50, t=1
Output: SsBest

Step 1: Begin population
Step 2: For initial habitats select the chaotic map
Step 3: X0=rand
Step 4: for i=0: NMpop
Step 5: Generation of NMpop outcomes and the solution is given into the populations.

Step 6: Levy Flights is called by using Ss = u

|v|
1
β

Step 7: Based on the radius of laying eggs, every cuckoo choose the habitats for egg laying
habbitat = parentposition + ELR ∗ levy (Ss)

Step 8: Every position habitat is measured by habitat = u + l − habitat
Step 9: Habitats are measured.
Step 10: Compare and choose the best habitat
Step 11: Eliminate the worst quality parents and construct the new ones.
Step 12: Estimate the fitness function for every cuckoo
Step 13: Assigning the rank based on evaluating sort of current population
Step 14: End
Step 15: Keep the optimal habitats
Step 16: Save the current best solution SSbest

Step 17: Return SSbest

Algorithm 1 displays the CCO-LFD pseudo-code. The method begins by choosing randomised
populations of chaotic equation answers, after which repetition begins.
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The primary goal of each iteration is to find the optimal solution, followed by the factors.
During the flocking phase, levy flight is used to modify the population’s answers, and the reverse
location of every nesting is estimated as fresh nests. It then uses the dop algorithm to create better
appropriate placements for the entire habitat and their opponents. This approach is continued until a
satisfactory ending restriction is found. The method then returned to the better outcome. Fig. 4 shows
the Framework of Proposed Method.

Figure 4: Proposed classification model using convolutional SVM (CSVM)
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The main distinction among the suggested CSVM and the existing SVM is the convolution
products. Consequently, the Convolution products, including classic and proposed new convolution
products.

3.2.1 Convolution Process

CNN is one of the most important deep learning methods, and its effectiveness has indeed been
validated in a variety of recognized areas of study. We present a few of the critical CNN operating
methods which are used in research work.

1. Padding: To avoid the information reduced size caused by convolution process in next level,
we append 0 around in the source images, a procedure known as padding.

2. Stride: A stride is a kernel that moves an up or down length each cycle. The larger the stride,
more the autonomous the convolution process’ surrounding results are.

3. Convolution: Multiply of said data among the inputs as well as the kernel (filter) goes through
each action of convolution depending on the provided duration after padded. These goods are
added together and placed in the appropriate spots on next level.

3.2.2 Repeated Attributes Based Convolution Product

Assume that amounts of inferences, answers, and filters produced in each answer, and factors
included within every filtering are Natt, Nsol, Nfilter, and Nvar, correspondingly. Let vr,a = vr,a,0 be the value
of the ath attribute in the rth record, and vr,a,f be the value of the ath attribute in the rth record after
applying the fth filter, where a 1, 2, . . . ,Natt, s 1, 2, . . . ,Nsol, and f 1, 2, . . . ,Nfilter.

Algorithm 2: CSVM Algorithm
Input: Dataset used
Output: The classifier CSVM producing a optimum accuracy
Step 0: Randomly divide the datasets into k folds and choose the one-fold, it has N tires
Step 1: Implementation of CSVM (i,k∗) using ith parameter and k∗th fold for dataset i=1,2, . . . ,N
and it finds the maximum accuracy between all N tries.
Step 2: Implementation of CSVM (i∗,j) using jth fold dataset by i∗th try j=1,2, . . . ,k
Step 3: Procedure CSVM (α, β)

Step W0: Randomly select the solution X and estimate F(Xs,f) using convolution product and SVM.
Step W1: Assign t=1
Step W2: Randomly selected solutions were updated.
Step W3: t is maximized by 1 therefore t=t+1 and then it follows Step W2 if t<Ngen

Step W4: End, F(XgBest , pFilter[gBest]) is the accuracy.

The suggested CSVM’s pseudo - code, as well as the integrating of the suggested convolution
product d, are explained in Algorithm 2.

4 Result Analysis

The proposed ambient health care architecture processing using CCOLFDO-CSVM method uses
evaluation metrics such as accuracy, computation time and varieties of data.
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4.1 Datasets

The samples that have been gathered from Kaggle [1] are examined in this section. Those
databases would be used to validate the method and predict the outcome. As noted in the first phase’s
descriptions, they come in a variety of sorts, and the suggested technique would easily accommodate
them. Tab. 1 the properties of the datasets used are summarized.

Table 1: Datasets used

Dataset used No of instances Features used Type of
classification

Datasets
availability

Heart attack
prediction

305 82 Multi-class https://www.
kaggle.com/
imnikhilanand/
heart-attack-
prediction

Pima Indians
diabetes

774 11 Binary class https://www.
kaggle.com/uciml/
%20pima-
indians-diabetes-
database

Heart disease
UCI

315 17 Multi-class https://www.
kaggle.com/ronitf/
heart-disease-uci

Sonar 1340 63 Binary class https://www.
kaggle.com/
ypzhangsam/
sonaralldata

4.2 Comparison of Algorithms

The findings of evaluating the hybrid CCO-LFD-CSVM method are presented in this Ambient
health care approach. Firstly, we’ll use two methods to compare the speed and accuracy of execution
for each dataset we’ve examined. First is to use simply CSVM to perform categorization. The second
approach is to use CCO-LFD and CSVM to do feature selection and classifications, which is the
combination method discussed before. It is introduced first-way findings that provide CSVM findings
on numerous datasets without using any additional methods. After running the suggested hybrid
method, the second-way outcomes would be calculated. Tab. 2 will display the comparative outcomes.
The actual and anticipated information forms for several samples are depicted in Fig. 5.

https://www.kaggle.com/imnikhilanand/heart-attack-prediction
https://www.kaggle.com/imnikhilanand/heart-attack-prediction
https://www.kaggle.com/imnikhilanand/heart-attack-prediction
https://www.kaggle.com/imnikhilanand/heart-attack-prediction
https://www.kaggle.com/imnikhilanand/heart-attack-prediction
https://www.kaggle.com/uciml/%20pima-indians-diabetes-database
https://www.kaggle.com/uciml/%20pima-indians-diabetes-database
https://www.kaggle.com/uciml/%20pima-indians-diabetes-database
https://www.kaggle.com/uciml/%20pima-indians-diabetes-database
https://www.kaggle.com/uciml/%20pima-indians-diabetes-database
https://www.kaggle.com/ronitf/heart-disease-uci
https://www.kaggle.com/ronitf/heart-disease-uci
https://www.kaggle.com/ronitf/heart-disease-uci
https://www.kaggle.com/ypzhangsam/sonaralldata
https://www.kaggle.com/ypzhangsam/sonaralldata
https://www.kaggle.com/ypzhangsam/sonaralldata
https://www.kaggle.com/ypzhangsam/sonaralldata
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Table 2: Comparison of accuracy and speed

Classifiers Used Datasets Used

Algorithms Parameters Diabetes Sonar Heart-C Heart-H

CSVM Total Features 8 of 8 60 of 60 13 of 13 13 of 13
Accuracy (%) 78.32 86 84.01 84.45
Time (s) 1.3042 0.86015 0.80142 0.81422

CCOLFDO-
CSVM

Total Features 4 of 8 52 of 60 12 of 13 12 of 13
Accuracy (%) 82.35 89.21 86.24 88
Time (s) 0.9231 0.8274 0.7952 0.7745

70 75 80 85 90 95

Diabetes

Sonar

Heart-C

Heart-H

Accuracy

D
at

as
et

s

CSVM

CCOLFDO-CSVM

Figure 5: Comparison of accuracy

The proposed CCO-LFD-CSVM method achieves better accuracy and time in all the datasets.
In diabetes it achieves 82.35%, Sonar it achieves 89.21%, Heart-C it achieves 86.24% and Heart-H it
achieves 88% of accuracy. In diabetes it takes 0.9231 s, Sonar it takes 0.2874 s, Heart-C it takes 0.7952
s and Heart-H it takes 0.7745 s of times.

Equations can be used to compute the Classification Performance or Accuracy in Eq. (8). Tab. 3
presents the results of the suggested CCO-LFD-CSVM method’s confusion matrix.

Precision, as shown in Eq. (9), indicates how often real positive samples were found among all
positive projected samples. Eq. (10) shows us how many test results are identified out of the total
number of positive samples.

Accuracy = (TP + TN)

(TP + TN + FP + FN)
(8)

Precision = (TP)

(TP + FP)
(9)

Recall = (TP)

(TP + FN)
(10)
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Sensitivity is a ratio of positive data points that is accurately regarded positive to all positive
datasets and is determined with Eq. (11).

Sensitivity = TP
TP + TN

(11)

Specificity is a proportion of negative data points that is wrongly regarded as positive when
compared to all negative datasets. Equation can be used to compute it (12).

Specificity = TN
FP + TN

(12)

Table 3: Results of confusion matrix

Metrics TP FP FN TN Precision Recall Specificity Sensitivity

Diabetes 4860 430 1150 1450 93% 82.66% 79% 83.41%
Sonar 995 135 113 890 89% 92.13% 89.3% 93.74%
Heart Attack-C 1120 270 188 1480 82.5% 87.96% 87% 87.45%
Heart Attack-H 1680 260 135 1480 84% 90.98% 79.65% 94.10%

The receiver operating curve (ROC) diagram is a representation of the differential among the true-
positive and false-positive rates of classifiers. This enables a method of determining which classifiers
are on average better under the ROC curve (AUC). Figs. 6–9 shows the ROC Curve increases the
accuracy of the dataset using CSVM classifier.

Figure 6: The ROC curve: diabetes
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Figure 7: ROC Curve: Sonar

Figure 8: ROC Curve: Heart-C

Figure 9: ROC Curve: Heart-H
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5 Conclusion

Several medical big data projects require just too much energy to provide mankind with relevant
knowledge that can assist improve and grow this profession at an affordable price. As a result, a hybrid
algorithm which is based on diverse forms of health data. It will be simple for everyone to forecast
information and offer important data and details in shall submit it to a number of groups who are
interested. There are two processing steps in the CCO-LFD-CSVM method. This is to optimize data
in order for the second one to be more efficient, with the latter one being in charge of categorizing
the optimized data. The suggested technique improves and boosts efficiency by around 6%. This
can improve processing capability by decreasing the time required to process data by about 7%. The
CCO-LFD method employs feature selection optimization to transform random variables into chaotic
behavior. Furthermore, in high-dimensional space, the levy flight is utilized to determining factors and
modifies cuckoo’s movements. Furthermore particular, the disruption operator and the opposition-
based learning method. That employed to boost detection capability and guarantee feature subset in
order to expedite the computational efficiency. In future convolutional neural network can be used.
The machine learning classifier perform with good accuracy and future ensemble model can be used
for testing.
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