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Abstract: The segmentation process requires separating the image region into
sub-regions of similar properties. Each sub-region has a group of pixels having
the same characteristics, such as texture or intensity. This paper suggests an
efficient hybrid segmentation approach for different medical image modal-
ities based on particle swarm optimization (PSO) and improved fast fuzzy
C-means clustering (IFFCM) algorithms. An extensive comparative study on
different medical images is presented between the proposed approach and
other different previous segmentation techniques. The existing medical image
segmentation techniques incorporate clustering, thresholding, graph-based,
edge-based, active contour, region-based, and watershed algorithms. This
paper extensively analyzes and summarizes the comparative investigation of
these techniques. Finally, a prediction of the improvement involves the com-
bination of these techniques is suggested. The obtained results demonstrate
that the proposed hybrid medical image segmentation approach provides
superior outcomes in terms of the examined evaluation metrics compared to
the preceding segmentation techniques.

Keywords: Image segmentation; ultrasonic images; X-ray images; CT images;
PET images; MR images; fuzzy c-mean; morphological operations; active
contour

1 Introduction

Medical image segmentation is one of the most common techniques used in telemedicine appli-
cations. There are various image segmentation algorithms such as thresholding, clustering, edge
detection, region-based, graph-based, active contours, PSO, and watershed. Thresholding is one of the
first-known techniques where segmentation is achieved by collecting all pixels with intensities between
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two thresholding values into the same class [1–3]. Clustering is organizing pixels into clusters whose
members are similar. According to some criteria, it partitions the image region into a few number of
clusters, according to some criteria. The technique stops merging regions when this number is reached
[4–9].

Borders of a region are important features because sharp transitions in the intensity indicate the
region’s edges [10–12]. So, edge detection techniques are often combined with another segmentation
technique where edges resulting from edge detectors can be performed. The region-based technique
(growing, splitting, and splitting & merging) utilizes the spatial image properties. It can be achieved by
finding a seed pixel in the sub-region and growing that sub-region by grouping adjacent pixels until
the pixels being compared to be added are not similar [13–15]. The graph-based technique divides
the image region using matrices to yield a combination of disconnected subgraphs. The elements in a
graph are pixels, and the edge weights measure the similarity between the two pixels connected by this
edge. Finally, the watershed technique uses the image gradient magnitude to achieve segmentation.
Pixels with the highest intensities of gradient magnitude values correspond to the watershed lines that
outline the region [16,17].

PSO optimizes the problem by moving particles guided by the region’s best-found positions,
which continuously change as they find better positions because they are fast and straightforward
[18,19]. Active contour-based segmentation considers the contour of a specific object and utilizes
a priori information of object shape to achieve segmentation. They include two main techniques,
the parametric (also called snakes) and the geometric or level set. They can overcome the artifacts,
boundary irregularities, and gaps by forcing the extracted boundaries to be smooth [20–22].

The segmentation’s main target is to make images easier to analyze and make the medical image
more meaningful. This paper aims at:

� We are segmenting the tumor region in different medical image multimodalities.
� We are conducting a survey and a comparative study between the most well-known segmenta-

tion techniques for multimodal medical images.
� Developing a hybrid proposed segmentation approach for different modalities of medical

images.
� The proposed approach uses PSO combined with the IFFCM to enhance the ROI, and then it

can be easily extracted and classified into benign or malignant in future work.
� Improve patient safety by offering better and more precise data for medical decisions.

This paper involves the overall goal of identifying and solving important and relevant medical
problems.

The paper is arranged as follows. Section 2 describes the related work and summarizes the signif-
icant medical image segmentation techniques followed by a comparative study. Section 3 provides the
proposed hybrid approach. Section 4 shows the results and discussion about the different segmentation
techniques and the proposed approach. Finally, section 5 provides conclusions and future work.

2 Related Work

The existing segmentation techniques include clustering, thresholding, region-based, edge-based,
graph-based, watershed, PSO, and active contours. Many studies have been concerned with deep
learning as a novel trend in image segmentation [23–29]. Authors in [23] proposed a lightweight
threshold-based framework for feces segmentation. Their framework achieved a detection accuracy
of 98.4%, with minimum storage space and low complexity. Authors in [24] proposed a shallow CNN
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segmentation and classification network for stool medical images. They firstly segmented the effective
stool region, then employed a classification stage to classify the stool color. Their method achieved a
low cost, accurate automatic segmentation, and color classification.

Authors in [25] proposed a Mask-Refined R-CNN (MR R-CNN). Their model had a low time cost
and was easy to implement. Authors in [26] proposed an object detection approach for occluded and
small objects. The presented approach was based on online complicated example mining (OHEM) and
multi-layer convolution feature fusion (MCFF). Their model firstly generated the candidate regions
using a region network optimized by MCFF. Also, the training samples were mined with OHEM.
Their approach was performed on the KITTI dataset in an intelligent traffic scenario. It could also
outperform popular methods, such as Faster R-CNN, Region-lets, in overall detection accuracy.

In [27], the authors introduced a method for brain tumor segmentation. Their method relied on
the integration of the location information with state-of-the-art patch-based neural networks. Authors
in [28] proposed a CNN architecture called Dense-Res-Inception Net (DRINet). This architecture
consists of a deconvolutional block with residual inception modules, a convolutional block with dense
connections, and an unpooling block. They compared their model with the U-Net in three distinct
challenging applications.

The authors in [29] proposed a method for automatically segmenting Multiple sclerosis (MS)
lesions based on 3D CNN. Their method is divided into two stages: two pooling layers and two
convolution layers. Their method was applied to the MICCAI dataset. They also compared their
method with the baseline and conventional methods. The achieved outcomes show that the proposed
method has better efficiency than other baseline methods in terms of absolute difference in lesion
volume, the dice coefficient, predictive positivity value, false-positive rate, and true positive rate.

This paper is concerned with summarizing and implementing some medical image segmentation
techniques. Also, this paper introduces an efficient hybrid segmentation algorithm for reliable seg-
mentation of multimodalities of medical images, as will be discussed in Section 3. Details about these
techniques are summarized and discussed as follows:

2.1 Thresholding

This technique is a popular segmentation and is one of the simplest image segmentation methods.
It directly divides the image region into sub-regions according to its value. There are two main
thresholding categories; the first is the local threshold method which divides the image region into
two sub-regions (the object and the background) using only one threshold. The second is the local
threshold which uses two or more threshold values and divides the image region into multiple objects
and backgrounds using multiple thresholds. The most popular threshold segmentation method is the
Otsu technique, which chooses a global optimum threshold using the classes’ maximum variance.

For a threshold t, a point (x, y) for which f (x, y) > t, is classified as either an object point
or a background point. In binary images, the values greater than t will be one (white), otherwise
zero (black). This produces two sub-regions, R1 which contain pixels with gray-level values > t,
and R2 which contain pixels with gray-level values ≤ t. Then, the mean (average gray level) values
mean1 and mean2 for pixels in R1 and R2 are computed, and finally, the threshold is estimated as
t = 0.5 (mean1 + mean2). Otsu method is a typical example of global thresholding.

In basic global thresholding, the threshold is chosen based on the minimum intra-class variance:

σ 2
w = w0 (t) σ 2

0 (t) + w1 (t) σ 2
1 (t) (1)
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where the weights w0 and w1, σ 2
0 and σ 2

1 are the first and second sub-regions probabilities and variances,
respectively. These sub-regions are separated by a threshold t. The sub-region probability w0,1 (t) is
computed from the L bins of the histogram:

w0 (t) =
t−1∑
i=0

p (i) and w1 (t) =
L−1∑
i=t

p (i) (2)

This shows that decreasing the intra variance is the same as increasing inter variance:

σ 2
b (t) = σ 2 − σ 2

w (t) = w0 (μ0 − μT)
2 + w1 (μ1 − μT)

2 = w0 (t) w1 (t) [μ0 (t) − μ1 (t)]2 (3)

which is expressed according to the sub-regions probabilities w and means μ, while the mean μ0,1,T (t) is:

μ0 (t) =
∑t−1

i=0 ip (i)
w0 (t)

, μ1 (t) =
∑L−1

i=t ip (i)
w1 (t)

, and μT (t) =
L−1∑
i=0

ip (i) (4)

which is verified as follows:

w0μ0 + w1μ1 = μT and w0 + w1 = 1 (5)

The probabilities and the means of different sub-regions can be computed iteratively. The main
benefit of the thresholding methods is that they are fast and straightforward, especially when the object
and the background are of high contrast. However, these methods have difficulty in choosing a proper
threshold to obtain an accurate segmentation result. Also, the segmentation results degrade when there
is a slight difference in the grayscale or a large interference between the image gray level values leading
these methods to be often combined with other techniques.

2.2 Clustering

Clustering is grouping or organizing pixels into clusters whose members are more similar. It
is an unsupervised technique that performs segmentation without using training data. Clustering
techniques collect the tested samples into separate classes or clusters based on the estimated distance.

Given the observations x1, x2, . . . , xn, each observation is a d-dimensional real vector; it is desired
to divide the n observations into k (≤ n) classes S = {S1, S2, . . . , Sn} and minimize the class variance.
It is required is to find:

argS min
k∑

i=1

∑
x∈Si

‖x − μi‖2 = argS min
k∑

i=1

|Si| VarSi (6)

where μi is the mean value of Si.

The clustering technique is scalable, straightforward, efficient, and fast. The clustering technique’s
disadvantage is that its cluster number has no obvious selection standards and is time-consuming to be
estimated. Segmentation based on clustering includes: K-means, Improved Fuzzy C-means (IFCM),
Improved, Fast Fuzzy C-Means (IFFCM), and Mean Shift clustering (MS).

2.3 Edge Detection

The object edges are the most significant part of the image changes in local brightness, such as
the gray value of the mutation. The abruptions are used to find out the image edges and to obtain
an accurate image segmentation. There is always an edge between two adjacent sub-regions where the
gray value has a discontinuity. This discontinuity can often be obtained by calculating the derivative
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via differential operators. The canny technique is usually used as an edge detector. This technique can
be applied as follows:

• A Gaussian filter is applied to smooth the image.
• The gradient magnitude and the angle images are computed.
• Non-maximal suppression is then applied.
• Edges are detected and linked using double thresholding.

2.4 Region-Based Techniques

The amplitude and clustering methods depend on point properties in the image. Unlike these
methods, region segmentation techniques are region-based ones. Region-based techniques utilize the
spatial properties of an image for segmentation. Region-based techniques are three main categories:
region growing, region splitting, and region splitting and merging. Region-based techniques (growing,
splitting, and merging) can be used separately or inappropriate combining.

The process begins manually or automatically chooses a few seed pixels, then the similar pixels
are gathered into the same sub-region. These techniques make use of the regional characteristics to
classify the pixels and give good results. It is also simple because it only needs a few seed pixels, and the
based segmentation criteria can be easily specified. But, unfortunately, it is noise-sensitive and needs
a high computational cost.

2.5 Graph-Based Techniques

Graph-based techniques divide the image region using matrices to yield a combination of
disconnected subgraphs. The elements in a graph are pixels, and the edge weights measure the similarity
between the two pixels connected by this edge. Let G = (V , E) be an undirected graph with vertices,
vi ∈ V the set of nodes or pixels to be segmented, and

(
vi, vj

) ∈ E edge component connects neighbors
vi and vj. The edge is assigned a weight ωij according to the similarity degree between two elements or
nodes vi, vj. Minimum-cut, random walker, minimum-spanning tree-based segmentation, isoperimetric
partitioning, normalized-cuts, and segmentation-based object categorization are famous graph-based
techniques.

2.6 Particle Swarm Optimization (PSO)

PSO is a powerful optimization technique where a set of low-level intelligence has an optimization
problem and needs to collaborate to solve this problem. An individual of the set is only aware of the
position and speed of its nearest neighbors. Each one modifies its behavior based on its experience and
its neighbors’ experience to build a solution to a problem. Through easy movement (in the solution
space), each individual in the set progressively reaches the problem’s best solution.

2.7 Watershed Segmentation Technique

The watershed technique uses the image gradient magnitude intensity (GMI) to achieve segmen-
tation. Pixels that have high GMIs values correspond to the lines of the watershed that outline the
region contours. Pixels that drain from a catch basin to the same minimum point form a watershed or
a segment. During the sequential draining, watersheds with nearby pixels are formed. The watershed
technique is based on the following steps:

Step (1): A few numbers of pixels, named as markers, are chosen. Each of them has a different
label.
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Step (2): The GMIs are used to insert the nearby pixels into the priority queue according to the
priority level.

Step (3): The pixels with the highest priority level are isolated from the priority queue. If the
adjacent pixel of the isolated ones has the same label, then the pixel is labeled with their label. The
neighbors that are not labeled are queued in the priority queue.

Step (4): Step (3) is repeated until the priority queue is finished.

2.8 Active Contours

Active contours include two main techniques, the parametric and the geometric. The parametric
techniques, also referred to as snakes, are compact and can overcome both the noise in the image and
boundary irregularities and gaps as they force the extracted boundaries to be smooth. Geometric
techniques or level sets are prepared to process the changes in the image. They are considered a
significant class of sophisticated image segmentation methods based on Partial Differential Equations
(PDE). Chan-vese based level set algorithm functional is given by:

E (c1, c2, φ (x)) = λ1

∫
Ω

(I − c1)
2 H (φ (x)) dx+λ2

∫
Ω

(I − c2)
2
(1 − H (φ (x))) dx+μ

∫
Ω

|∇H (φ (x))| dx

(7)

where λ1, λ2 > 0 and μ ≥ 0 are fixed parameters. The model represents the segmented image with the
variables c1, c2 and H (φ (x)), where H (φ (x)) means the Heaviside function of the level set function φ

described as:

H(φ(x)) =
{

1 φ(x) ≥ 0
0 φ(x) < 0

(8)

The Heaviside function of the level set function, φ (x), specifies the object and background regions
in the observed image I, while the last term in (12),

∫
Ω
|∇H (φ (x))| expresses the boundary length. On

top of that, the scalars c2 and c1 refer to the average gray values of background and object referred to
φ < 0 and φ ≥ 0, respectively.

Keeping φ is fixed, the values c1 and c2 are obtained by:

c1 =
∫

I (x) H (φ (x)) dx
H (φ (x)) dx

and c2 =
∫

I (x) (1 − H (φ (x))) dx∫
(1 − H (φ (x))) dx

(9)

Keeping c1 and c2 are fixed, the gradient descent equation for the evolution of φ is derived as:
∂φ (x)

∂t
= ∂ (φ (x))

[
μ∇.

( ∇
|∇φ (x)|

)
− λ1 (I − c1)

2 + λ2 (I − c2)
2

]
(10)

3 The Proposed Hybrid Segmentation Approach

By comparing the benefits and drawbacks of the several segmentation techniques, the development
of the segmentation approach may present the following trends for merging multiple techniques.
Although according to this comparative study, it is found that the combining of PSO segmentation
technique and IFFCM enhances the segmentation accuracy because this combination merges the
benefits of the two techniques, the proposed hybrid approach achieves a better segmentation effect.
Fig. 1 shows the proposed approach steps. These steps can be summarized as follows:
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• Contrast Enhancement Using Histogram Equalization

Image preprocessing enhances the input images to get better-quality ones so that the results are
more manageable and more straightforward for analysis and display.

Figure 1: The main steps of the proposed approach

• Applying the PSO Technique and Enhancing Features

PSO can simulate bird clusters for foraging and achieve the goal through cooperation and
competition between birds. Particle i is denoted as Xi = (xi1, xi2, . . . , xiD), and the best position (with
the best fitness) it has experienced is denounced as Pi = (pi1, pi2, . . . , piD) also known as pbest.

The index number of the best locations experienced by all the particles of a group is indicated by
symbol g, that is, Pg, also known as gbest. The velocity of particle i is expressed by Vi = (vi1, vi2, . . . , viD).
For each generation, it is d dimension 1 ≤ d ≤ D change by the following equations:

vid (t + 1) = wvid (t) + c1r1 (pbest − xid (t)) + c2r2 (gbest − xid (t)) (11)

xid(t + 1) = xid(t) + vidbest(t + 1) (12)

The PSO automatically determines the number of clusters as well as the center of the clusters. The
hybridized PSO is applied to obtain the optimal fuzzy rules and membership function. The best fuzzy
rule is selected for image segmentation. Since PSO is an effective technique, combining it with other
segmentation techniques results in a more practical approach.

• Applying the IFFCM Technique

The FCM objective function is given by:

J =
N∑

k=1

C∑
i=1

um
ik ‖xk − vi‖2 ik (13)

where the array U = [uik] represents a fuzzy partition matrix.

The uik must be between 0 and 1, and they must sum to 1 for all i. V = [vi] are the prototypes of
the clusters, m > 1 which is a weight that determines the degree to which partial members of a cluster
affect the clustering result. However, FCM only considers the individual pixel. So, it is noise-sensitive.
Therefore, the median filter is added into the subjective function of FCM as follows:

JIF =
N∑

k=1

C∑
i=1

um
ik ‖xk − vi‖2 + α

N∑
k=1

C∑
i=1

um
ikMedianik (14)



3462 CMC, 2022, vol.73, no.2

where Medianik = Median
(‖xr − vi‖2

)
xr∈Nk

, Nk stands for the adjacent neighbors in the window around
xk. The neighboring effect term is controlled by the parameter α. The constrained optimization in
Eq. (14) will be solved utilizing one Lagrange multiplier:

FIF =
N∑

k=1

C∑
i=1

(
um

ikdik + αum
ikβi

) + λ

(
1 −

C∑
i=1

um
ik

)
(15)

where dik = ‖xk − vi‖2, βi = Median
(‖xk − vi‖2

)
xr∈Nk[

∂FIF

∂uik

= mum−1
ik dik + αmum−1

ik βi − λ

]
uik=u∗

ik

= 0 (16)

Solving for u∗
ik and v∗

i , we get,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u∗
ik=

1

∑C

j=1

(
dik + αβi

djk + αβj

) 1
(m − 1)

v∗i =

∑N

k=1 um
ik (xk + αxM)

(1 + α)
∑N

k=1 um
ik

(17)

where
∥∥xM − v∗

i

∥∥2 = median
(∥∥xr − v∗

i

∥∥)
xr∈Nk

. We get the updating formulas of fuzzy partition matrix U
and clustering centers V . Firstly, we segment the image using the K-means algorithm, and C clustering
centers are obtained. Secondly, the C clustering centers of the K-means algorithm are taken as initial
values of clustering centers of FCM. The fuzzy partition matrix U and clustering center V are updated
according to Eq. (17).

To sum up, the main target of IFFCM clustering is to find cluster centers that maximize a
similarity function or minimize the dissimilarity function. The PSO is used for allocating each
pixel to its cluster. This combination of IFFCM clustering and the PSO algorithm produces better
segmentation results due to its advantages.

4 Simulation Results and Discussions

Simulation results were carried out using MATLAB R2019a on a Dell machine, Core i5 processor,
8 Gbytes RAMs, and 320 Gbytes hard disk. Simulation results are conducted on five different examples
of the scanned image (Us, XR (Mammogram), CT, PET, and MRI). The first is the medical Us breast
images, containing 130 malignant and benign images from the Sirindhorn International Institute of
Technology (SIIT) [30]. The second is the medical X-ray (mammogram) images; the breast mass image
dataset used in this paper is the Digital Database for Screening Mammography (DDSM) released by
the University of South Florida. The dataset includes labels that indicate benign and malignant breast
masses, containing 100 benign and malignant images [31]. The third is the medical CT chest images
containing 70 benign and malignant images from the Cancer Imaging Archive (TCIA) website [32].
The last one is the medical MRI brain images containing 160 benign and malignant images from
the figshare dataset [33]. The segmentation techniques tested here are the Otsu-based thresholding
technique, the clustering-based techniques (K-means, FCM, IFCM, IFFCM, and MS), Canny edge
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detector, region growing, graph-based, PSO, watershed, active contours, and finally, the proposed
hybrid approach.

To estimate the effectiveness and efficiency the different segmentation techniques and the pro-
posed approach, the different modalities of medical images are tested in the experiments using the
accuracy and similarity indices, namely, the segmentation accuracy (Acc), Sensitivity (Sens), Precision
(Pr), Matthews Correlation Coefficient (MCC), Dice (D), Jaccard (J), and Specificity (Spec) [34–36].

Acc = TP + TN
FN + FP + TP + TN

(18)

Sens = TP
TP + FN

(19)

Pr = TP
TP + FP

(20)

MCC = (TP × TN) − (FP × FN)

sqrt ((TP + FP) × (TP + FN) × (TN + FP) × (TN + FN))
(21)

D = 2 × TP
2 × TP + FP + FN

(22)

J = D
2 − D

(23)

Spec = TN
TN + FP

(24)

where TP is the true positive, FP is the false positive, TN is the true negative, and FN is the false
negative.

Fig. 2 illustrates a sample of the different modalities of medical images, (a) Us image, (b) X-ray
image, (c) CT image, (d) PET image, and (e) MR image. Each of these images has two significant areas:
background and tumor regions.

(a) Us image. (b) X-ray image. (c) CT image. (d) PET image. (e) MR image.

Figure 2: A sample of the different modalities of medical images

Fig. 3a shows Otsu output Us image, Fig. 3b shows K-means output Us image, Fig. 3c shows
FCM output Us image, Fig. 3d shows IFCM output Us image, Fig. 3e shows IFFCM output Us
image, Fig. 3f shows MS output Us image, Fig. 3g shows Canny edge detector output Us images,
Fig. 3h shows region growing output Us images Fig. 3i shows graph-based output Us images, Fig. 3j
shows PSO output Us images, Fig. 3k shows watershed output Us images, Fig. 3l shows active contour
output Us images, and Fig. 3m shows the proposed approach output Us images.

Fig. 4a shows Otsu output X-ray image, Fig. 4b shows K-means output X-ray image, Fig. 4c
shows FCM output X-ray image, Fig. 4d shows IFCM output X-ray image, Fig. 4e shows IFFCM
output X-ray image, Fig. 4f shows MS output X-ray image, Fig. 4g shows Canny edge detector output
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X-ray images, Fig. 4h shows region growing output X-ray images Fig. 4i shows graph-based output
X-ray images, Fig. 4j shows PSO output X-ray images, Fig. 4k shows watershed output X-ray images,
Fig. 4l shows active contour output X-ray images, and Fig. 4m shows the proposed approach output
X-ray images.

(a) Otsu. (b) K-means. (c) FCM. (d) IFCM. (e) IFFCM.

(f) MS. (g) Canny. (h) Region growing. (i) Graph-based. (j) PSO.

(k) Watershed. (l) Active contour. (m) The proposed approach.

Figure 3: Segmentation results of the different segmentation techniques and the proposed approach
on the Us medical image

(a) Otsu. (b) K-means. (c) FCM. (d) IFCM. (e) IFFCM.

(f) MS. (g) Canny. (h) Region growing. (i) Graph-Based. (j) PSO.

(k) Watershed. (l) Active contour. (m) The proposed approach.

Figure 4: Segmentation results of the different segmentation techniques and the proposed approach
on the X-ray medical image

Fig. 5a shows Otsu output CT image, Fig. 5b shows K-means output CT image, Fig. 5c shows
FCM output CT image, Fig. 5d shows IFCM output CT image, Fig. 5e shows IFFCM output CT
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image, Fig. 5f shows MS output CT image, Fig. 5g shows Canny edge detector output CT images,
Fig. 5h shows region growing output CT images Fig. 5i shows graph-based output CT images, Fig. 5j
shows PSO output CT images, Fig. 5k shows watershed output CT images, Fig. 5l shows active
contour output CT images, and Fig. 5m shows the proposed approach output CT images.

(a) Otsu. (b) K-means. (c) FCM. (d) IFCM. (e) IFFCM.

(f) MS. (g) Canny. (h) Region growing. (i) Graph-based. (j) PSO.

(k) Watershed. (l) Active contour. (m) The proposed approach.

Figure 5: Segmentation results of the different segmentation techniques and the proposed approach
on the CT medical image

Fig. 6a shows Otsu output PET image, Fig. 6b shows K-means output PET image, Fig. 6c shows
FCM output PET image, Fig. 6d shows IFCM output PET image, Fig. 6e shows IFFCM output
PET image, Fig. 6f shows MS output PET image, Fig. 6g shows Canny edge detector output PET
images, Fig. 6h shows region growing output PET images Fig. 6i shows graph-based output PET
images, Fig. 6j shows PSO output PET images, Fig. 6k shows watershed output PET images, Fig. 6l
shows active contour output PET images, and Fig. 6m shows the proposed approach output PET
images.

Fig. 7a shows Otsu output MR image, Fig. 7b shows K-means output MR image, Fig. 7c shows
FCM output MR image, Fig. 7d shows IFCM output MR image, Fig. 7e shows IFFCM output MR
image, Fig. 7f shows MS output MR image, Fig. 7g shows Canny edge detector output MR image,
Fig. 7h shows region growing output MR image, Fig. 7i shows graph-based output MR image, Fig. 7j
shows PSO output MR image, Fig. 7k shows watershed output MR image, Fig. 7l shows active contour
output MR image, and Fig. 7m shows the proposed approach output MR image. Tabs. 1 to 5 show the
accuracy and similarity indices of the different segmentation techniques and the proposed approach
on Us, X-ray, CT, PET, and MR medical images.
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(a) Otsu. (b) K-means. (c) FCM. (d) IFCM. (e) IFFCM.

(f) MS. (g) Canny. (h) Region growing. (i) Graph-based. (j) PSO.

(k) Watershed. (l) Active contour. (m) The proposed approach.

Figure 6: Segmentation results of the different segmentation techniques and the proposed approach
on the PET medical image

(a) Otsu. (b) K-means. (c) FCM. (d) IFCM. (e) IFFCM.

(f) MS. (g) Canny. (h) Region growing. (i) Graph-based. (j) PSO.

(k) Watershed. (l) Active contour. (m) The proposed approach.

Figure 7: Segmentation results of the different segmentation techniques and the proposed approach
on the MR medical image
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Table 1: Performance evaluation metrics of the different segmentation techniques and the proposed
approach on the Us image

Technique Acc. Sens. Prec. MCC D. J. Spec. Time (s)

Otsu 0.9712 0.9830 0.8016 0.8727 0.8831 0.7906 0.9697 10.80
K-means 0.9815 0.8783 0.9508 0.9037 0.9131 0.8401 0.9943 12.54
FCM 0.9861 0.9474 0.9284 0.9300 0.9378 0.8829 0.9909 15.25
IFCM 0.9861 0.9333 0.9411 0.9294 0.9372 0.8818 0.9927 13.27
IFFCM 0.9819 0.8816 0.9517 0.9060 0.9153 0.8438 0.9944 7.56
MS 0.9844 0.9705 0.8973 0.9246 0.9325 0.8735 0.9862 69.78
Canny edge detector 0.9460 0.8193 0.7274 0.7418 0.7706 0.6268 0.9618 15.58
Region growing 0.9271 0.9946 0.6038 0.7422 0.7514 0.6018 0.9187 13.70
Graph-based 0.9594 0.9253 0.7601 0.8168 0.8346 0.7162 0.9636 96.15
PSO 0.9823 0.8889 0.9481 0.9083 0.9176 0.8477 0.9939 12.00
Watershed 0.3933 0.0746 0.0161 0.3091 0.0265 0.0134 0.4330 16.32
Active contour 0.9747 0.9775 0.8262 0.8853 0.8955 0.8108 0.9744 12.73
The proposed approach 0.9861 0.9440 0.9313 0.9299 0.9376 0.8826 0.9913 18.65

Table 2: Performance evaluation metrics of the different segmentation techniques and the proposed
approach on the X-ray image

Technique Acc. Sens. Prec. MCC D. J. Spec. Time (s)

Otsu 0.9026 1.0000 0.1157 0.3229 0.2074 0.1157 0.9013 6.17
K-means 0.9986 0.9150 0.9745 0.9436 0.9438 0.8936 0.9997 21.36
FCM 0.9984 0.9521 0.9266 0.9385 0.9392 0.8853 0.9990 9.78
IFCM 0.9955 0.9940 0.7391 0.8551 0.8478 0.7358 0.9955 11.25
IFFCM 0.9989 0.9593 0.9536 0.9559 0.9564 0.9165 0.9994 9.81
MS 0.9936 0.9964 0.6661 0.8120 0.7985 0.6645 0.9936 34.09
Canny edge detector 0.9882 0.1042 0.7909 0.2845 0.1841 0.1014 0.9996 11.83
Region growing 0.9892 0.9940 0.5407 0.7290 0.7004 0.5390 0.9891 12.13
Graph-based 0.9965 0.7305 0.9967 0.8518 0.8431 0.7288 1.0000 62.56
PSO 0.9975 0.9976 0.8380 0.9132 0.9109 0.8363 0.9975 9.36
Watershed 0.9073 0.9796 0.1189 0.3242 0.2121 0.1187 0.9064 14.57
Active contour 0.9971 0.7772 0.9985 0.8797 0.8741 0.7763 1.0000 11.73
The proposed approach 0.9985 0.9653 0.9190 0.9411 0.9416 0.8896 0.9989 14.58
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Table 3: Performance evaluation metrics of the different segmentation techniques and the proposed
approach on the CT image

Technique Acc. Sens. Prec. MCC D. J. Spec. Time (s)

Otsu 0.9989 0.9494 0.9810 0.9645 0.9649 0.9322 0.9997 4.25
K-means 0.9990 0.9540 0.9857 0.9692 0.9696 0.9410 0.9998 6.14
FCM 0.9989 0.9457 0.9894 0.9668 0.9671 0.9362 0.9998 7.45
IFCM 0.9989 0.9761 0.9559 0.9653 0.9659 0.9340 0.9992 9.75
IFFCM 0.9994 0.9770 0.9879 0.9821 0.9824 0.9655 0.9998 7.87
MS 0.9993 0.9742 0.9806 0.9770 0.9774 0.9558 0.9997 39.54
Canny edge detector 0.9839 0.1141 0.5822 0.2529 0.1908 0.1054 0.9986 9.95
Region growing 0.9933 0.6026 0.9879 0.7689 0.7486 0.5982 0.9999 8.96
Graph-based 0.9835 1.0000 0.5009 0.7018 0.6675 0.5009 0.9832 59.75
PSO 0.9993 0.9724 0.9869 0.9793 0.9796 0.9600 0.9998 7.82
Watershed 0.7017 0.9623 0.0509 0.1815 0.0967 0.0508 0.6973 11.37
Active contour 0.9973 0.8399 0.9967 0.9137 0.9116 0.8376 1.0000 12.25
The proposed approach 0.9988 0.9310 0.9941 0.9614 0.9615 0.9259 0.9999 11.35

Table 4: Performance evaluation metrics of the different segmentation techniques and the proposed
approach on the PET image

Technique Acc. Sens. Prec. MCC D. J. Spec. Time (s)

Otsu 0.9752 0.4490 0.8240 0.5977 0.5813 0.4097 0.9962 13.10
K-means 0.9770 0.5951 0.7539 0.6584 0.6652 0.4983 0.9923 14.25
FCM 0.9484 0.8491 0.4154 0.5726 0.5579 0.3868 0.9524 17.21
IFCM 0.9761 0.5581 0.7554 0.6376 0.6419 0.4727 0.9928 15.75
IFFCM 0.9760 0.5390 0.7641 0.6302 0.6321 0.4621 0.9934 9.58
MS 0.9745 0.4383 0.8090 0.5845 0.5686 0.3972 0.9959 84.36
Canny edge detector 0.9617 0.0191 0.5217 0.0944 0.0369 0.0188 0.9993 18.24
Region growing 0.9723 0.7655 0.6105 0.6696 0.6793 0.5143 0.9805 14.96
Graph-based 0.9033 0.9713 0.2804 0.4933 0.4351 0.2781 0.9006 110.24
PSO 0.9767 0.6043 0.7408 0.6574 0.6656 0.4988 0.9916 14.27
Watershed 0.9031 0.3045 0.0171 0.1618 0.0324 0.0165 0.9030 18.78
Active contour 0.9711 0.4590 0.6839 0.5464 0.5493 0.3787 0.9915 15.21
The proposed approach 0.9758 0.6883 0.6821 0.6726 0.6852 0.5211 0.9872 21.98
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Table 5: Performance evaluation metrics of the different segmentation techniques and the proposed
approach on the MR image

Technique Acc. Sens. Prec. MCC D. J. Spec. Time (s)

Otsu 0.9015 0.6563 0.2714 0.3799 0.3840 0.2376 0.9136 15.27
K-means 0.9047 0.6113 0.2704 0.3642 0.3749 0.2307 0.9191 15.91
FCM 0.9339 0.3897 0.3268 0.3223 0.3555 0.2161 0.9606 18.12
IFCM 0.9336 0.3877 0.3241 0.3197 0.3530 0.2144 0.9603 15.21
IFFCM 0.9359 0.3195 0.3166 0.2845 0.3181 0.1891 0.9662 6.65
MS 0.9052 0.7095 0.2900 0.4141 0.4117 0.2592 0.9148 65.32
Canny edge detector 0.9115 0.7960 0.3202 0.4698 0.4567 0.2960 0.9171 16.25
Region growing 0.9286 0.4837 0.3236 0.3594 0.3878 0.2405 0.9504 23.47
Graph-based 0.8985 0.4517 0.2178 0.2655 0.2939 0.1723 0.9205 64.98
PSO 0.8862 0.8143 0.2658 0.4243 0.4008 0.2506 0.8897 12.76
Watershed 0.9300 0.4037 0.3093 0.3171 0.3503 0.2123 0.9558 15.29
Active contour 0.9257 0.3936 0.2858 0.2971 0.3312 0.1985 0.9518 10.35
The proposed approach 0.9347 0.3792 0.3281 0.3185 0.3518 0.2134 0.9619 19.25

5 Results Discussion

Various segmentation techniques applied to different medical images are studied. The obtained
results show that Thresholding techniques remove regions less than a threshold for better visualization.
They are a simple method, easy to implement and can be used in real-time applications, and is very
effective for images containing solid objects in a contrasting background. However, choosing the
accurate threshold value is complicated and unsuitable for flat or smooth images and images with
high feature variability. On the other hand, the clustering techniques can handle the noisy parts, easy
to implement and fast for small clusters number, and run several times to return the best clustering
found. However, choosing the appropriate number of clusters is critical and time-consuming.

The graph-based techniques are robust and able to obtain good segmentation results, effective for
images without any pre-known information. However, they need large storage space and CPU time
and cannot handle thin elongated structures. The edge-based techniques are suitable for images with
the best contrast between objects and background. However, they cannot be suitable for images and
edges with low contrast. The watershed techniques have fast computation speed, but also important
drawbacks exist: Over segmentation, the result of the watershed may contain many small sub-regions
that make the results not useful. Sensitivity to local noise variations of the image may change the
results. This effect is worsened using high pass filters to estimate the gradient, which amplifies the
noise. Important boundaries with low contrast may be poorly detected.

The active contours improve the segmentation result and convey that the boundary’s refinement
is an essential segmentation process. They can also manage the cavities and concavities, merging or
splitting, and can avoid gaps and overlaps. Segmentation techniques based on active contours can
outperform many of the traditional image segmentation techniques. The proposed hybrid approach
that combines the PSO algorithm and the IFFCM is significantly fast and robust and improves the
segmentation quality. It is concluded that each technique has its advantages and limitations. The
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suitable technique is determined according to the type of input image and the application. Based on
this, it is concluded that the segmentation of medical images has a promising future, and a lot of
research work is required for developing a universally applied segmentation technique.

6 Conclusions and Future Work

The paper proposed a hybrid segmentation approach that combines the PSO technique and the
IFFCM, a significantly fast and robust technique that enhances segmentation quality compared to
other algorithms. Also, this paper introduces a comparative study between the proposed approach and
the most used segmentation techniques with investigating the performance against different medical
image modalities. It has been found that thresholding has been a popular segmentation technique
for many years because of the advantages of simplicity and ease of implementation. However, it does
not work well when dealing with flat images with smooth peaks and valleys. Clustering is an efficient
technique, but the initial number of clusters must be determined before the process begins. Region-
based techniques have been valuable and efficient segmentation techniques, but they are sensitive
to noise and can cause extracted regions to have holes or discontinuities. If the seed point was not
chosen correctly, the segmentation fails. It is also having more time-consuming. Image segmentation
using active contours shows that the improvement of boundaries was essential in segmentation.
They are robust and efficient techniques for all situations. In future work, the utilization of machine
learning algorithms like support vector machines and neural networks for image segmentation can be
introduced. Additionally, the tumor size will be quantified, and improved preprocessing approaches
can be introduced. Moreover, in the future, more suggestions can be employed to enhance the proposed
work’s performance, such as utilizing deep learning techniques for segmentation and classification
purposes. Also, morphological operations can improve the segmentation process for detecting the
central regions of interest. Additionally, we target to build a graphical user interface for the whole
proposed work.
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