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Abstract: Research on the feature of speech and image signals are carried
out from two perspectives, the time domain and the frequency domain. The
speech and image signals are a non-stationary signal, so FT is not used for the
non-stationary characteristics of the signal. When short-term stable speech is
obtained by windowing and framing the subsequent processing of the signal
is completed by the Discrete Fourier Transform (DFT). The Fast Discrete
Fourier Transform is a commonly used analysis method for speech and image
signal processing in frequency domain. It has the problem of adjusting window
size to a for desired resolution. But the Fractional Fourier Transform can
have both time domain and frequency domain processing capabilities. This
paper performs global processing speech encryption by combining speech
with image of Fractional Fourier Transform. The speech signal is embedded
watermark image that is processed by fractional transformation, and the
embedded watermark has the effect of rotation and superposition, which
improves the security of the speech. The paper results show that the proposed
speech encryption method has a higher security level by Fractional Fourier
Transform. The technology is easy to extend to practical applications.

Keywords: Fractional Fourier Transform; watermark; speech signal process-
ing; image processing

1 Introduction

Research on the feature of speech signals is carried out from two perspectives, the time domain
and the frequency domain. The underlying mathematical tool is the Fourier Transform (FT) in the
frequency domain. The speech signal is a non-stationary signal, so FT isn’t used for the non-stationary
characteristics of the speech. When short-term stable speech is obtained by windowing and framing,
the subsequent processing of the speech is completed by the Discrete Fourier Transform (DFT).
However, this processing method will have a time-frequency resolution trade-off. It is not possible
to see both the whole contour of the speech and the fine structure of the speech signal at the same
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time domain. For this reason, this work uses the fractional Fourier transform (FRFT) to process the
speech signal.

Fractional Fourier transform (FRFT) belongs to the category of fractional calculus. In dealing
with fluid physics, there are many achievements in fractional calculus [1]. Intuitively, the physics of
speech can be analogous to fluid. Therefore, this article uses the FRFT to conduct a preliminary
study on speech processing with Fractional watermark.

2 Fractional Fourier Transform
2.1 Fractional Fourier Development Background

In 1929, Wiener started the earliest research work on the fractional Fourier transform [2].
Mermelstein et al. [3] formally proposed the fractional Fourier transform method in 1980, starting
from the polynomial of the Fourier series, calculating its eigenvalues and eigen functions [4]. In
1993, McBride et al. used the integral form a more rigorous mathematical definition. The optical
verification of the Fractional Fourier transform is realized by Mendlovic et al. [4]. A reasonable
physical explanation is given by the experimental results. The fractional Fourier transform has been
widely used in the field of optics [5].

Unfortunately, due to the lack of effective physical explanations and fast algorithms in the field
of signal processing. The progress had been slow. In the same year, Almeida pointed out that the
fractional Fourier transform can be understood as a rotation in the time-frequency domain. Based on
Almeida’s ideas, Ozaktas et al. proposed a discrete algorithm with a calculation cost amount equivalent
to FFT in 1996. Since then the fractional Fourier transform received the attention in the field of signal
processing [6,7].

The basis of the fractional Fourier transform is fractional calculus. Fractional calculus has been
apply to the study of fluid phenomena. In the field of fluid research in China, the processing method
of fractional calculus is used. Professor Chen Wen from Hohai University achieved remarked research
results [8]. At present, the application of the fractional Fourier transform in the field of speech signals
is mainly in the detection of chirp signals, signal reconstruction, and acoustic signal analysis.

2.2 Definition of Fractional Fourier Transform

Fractional Fourier Transform can be defined as follows:

Xa(u) = Fp[x(t)] = ∫ ∞
−∞ x(t)Kα(t, u)dt

Xp(u) = Fp[x(t)] = ∫ ∞
−∞ Kp(u, t)x(t)dt

(1)

where F[·] represents the FRFT operator, p is a real number, called the order, and let α= pπ

2
, as the

transformation angle, which is the rotation angle of the speech signal in the time-frequency domain.
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(2)

Analyzing formulas (1) and (2), the fractional Fourier transform has periodicity. When p = 4n + 1
is substituted into the transformation angle, the period of the fractional Fourier transform is 4. If the
period is 4 for transformation, the fractional Fourier transform is equivalent to the traditional Fourier
transform (FT). When p = 4n − 1, substituting into the formula (2), the fractional Fourier transform
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is equivalent to the traditional inverse Fourier transform (IFT). When p = 4n, the fractional Fourier
transform is the signal x(t) itself. When p = 4n + 2, the Fractional Fourier transform of the signal
x(−t).

The FRFT is defined by (2) formula, so that all orders have values. Because of periodicity, when
p = 0, it is the fractional Fourier transform. When p = 1, it is the ordinary Fourier transform (FT).
When p is between 0 and 1, it is the transition from the FRFT to ordinary The Fourier transform.

The following explains the meaning of time-frequency domain rotation. In the time-frequency
coordinate system, let the x-axis be the time axis and the y-axis be the frequency axis. Assuming that
the speech signal at time t is transformed by Fourier transform (FT). If the voice signal is rotated twice
in a row, it is equivalent to the inverse Fourier transform. The voice signal is rotated four times in a
row without the signal being transformed. If the rotation angle of the speech signal is not an integral
multiple of π/2, then the transformation angle of FRFT corresponds to the rotation angle in the
counterclockwise direction of the time-frequency coordinate in the time-frequency domain. Combined
with the rotation matrix, the time-domain signal and the frequency-domain signal is connected, which
denoted by formula (3):(

u
v

)
=

(
cos a sin a

− sin a cos a

)(
τ

ζ

)
(3)

where
(

τ

ζ

)
is intermediate variable, the

(
u
v

)
is the result of the function after the FRFT

transformation with Wigner distribution. After the signal passes via FRFT, it contains both time
domain and frequency domain information. It is a joint representation of the time domain and
frequency domain. When the rotation angle changes from 0 to 90°, it indicates FRFT gradually
changes from time domain analysis to frequency domain analysis

2.3 Properties of Fractional Fourier Transform

The operator Fα is to rotate the function by the angle α, and the operator Fβ is to rotate bythe angle
β in the function. If these two operators act on the same function, the original function is equivalent
to the angle rotated α+β , and the function is equivalent to

1) Linear Fα+β = FαF β .
2) Reversibility Fp [

∑
cnfn(u)] = ∑

cn [Fpfn(u)].
3) Unitary F 0 = F−p+p, (Fp)

−1 = F−p.

Assuming that the function is p times of FRFT, then IFRFT, which is equivalent to p order FRFT
of the original function, and then conjugate transpose, that is, it satisfies

(Fp)
−1 = (Fp)

H .

4) Commutative law FαF β = F βFα.

The earliest application of the fractional Fourier transform in physical optics. It was verified by
Wright. However, the fractional Fourier transform requires discretization by a computer to process.
Now, there are three discrete algorithms, such as, based on sampling, based on feature decomposition,
and based on linear combination.

The method was completed by Kranuskas and Pei. They performed fractional sampling in the time
domain and frequency domain respectively. Ozaktas establishes a connection between the time domain
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and frequency domain fractional sampling points [9]. The eigenvalue-decomposition algorithm is the
continuous fractional FRFT. The eigenvalue-decomposition algorithm is expanded with the kernel
function spectrum and reconstruct the discrete fractional Fourier transform FRFT matrix. Because
it includes the calculation of orthogonal normalized eigenvectors, the amount of calculation cost is
huge. Discrete fractional Fourier transform of linear combination expresses any fractional FRFT
with fractional orders of 0, 1, 2, 3. The FRFT discretization algorithm of linear combination was
developed by the Taylor series formula. It has the least smallest amount of calculation cost. However,
the disadvantage is that the error is large.

3 Comparison of Fractional Fourier Transform and Fourier Transform of Speech

In 1807, the French scholar J. Fourier first proposed the Fourier transform. After more than one
hundred years of development, it has become the main method of signal processing. Its limitation
is that it assumed the signal is stable in short time. To overcome the shortcomings of the Fourier
transform, time-frequency-domain analysis methods were proposed. Time-frequency analysis can be
divided into two categories. The first category is linear time-frequency: such as Gabor, short-time
Fourier and wavelet transform. The second category is bilinear time-frequency analysis, such as Cai
et al. [10].

The first type of window function and its width have a great influence on the result. The processing
of the time-domain dynamic weakens the change process of the speech signal. The second type of
bilinear-time-frequency analysis gets rid of the constraint of the window function. But it introduces
the cross-term. The cross-term has great interference on the detection and recognition of the signal.
Aiming at the shortcomings of the first type of time-frequency analysis, fractional Fourier transform
method was proposed in the last century. It not only eliminates the influence of cross terms, but also
has the ability to analyze and process signals from a local and global perspective.

At present, fractional Fourier transform and fractional derivative transform are effective tools in
the modeling atmospheric or non-Newtonian fluid turbulence and eddy currents. More specifically,
the research of fractional Fourier transform mainly focuses on the turbulence wave source area analysis
and chip signal and image research [9].

For speech, Fractional Fourier transform has transferred for processing. The reason is as follows.
Human voice is the sound wave generated by the vibration of the object. The fluctuation has perceived
after transmitted through the air, liquid, or solid body. Turbulence appears when the voice encounters
obstacles during transmission. To take an example, human heart disease will change the blood flow
of the heart from laminar flow to turbulent flow. When the doctor hears the heart sound with a
stethoscope, it has mixed with the sound produced by the turbulence. The doctor listens and analyzes
the patient’s heart beat. Long-term diagnosis and treatment experience diagnoses the patient’s heart
disease. However, this process allows the computer to give an analytical diagnosis, that is, to study
and simulate the mechanism of the complex [11] sound produced by heart disease through computers
and electronic equipment [12–15], then make corresponding computer diagnosis. A more difficult
task is the current domestic medical testing needs. The mathematical basis of computer simulation
modeling [16] of turbulent sound signals is the fractional Fourier transform. There are few researches
on Fractional Fourier transform of sound in China, so it is very important to study the fractional
Fourier transform of speech.
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4 Experiments

The experimental signal in this paper is a girl’s voice. The discrete Fourier transform and fractional
Fourier transform processing experiment has performed under the matlab2016b platform. The sound
and image are plotted during the experimental. The frame length of the experiment is 256, and the
noise added is white noise. The experimental results are as follows (Figs. 1–6)

Figure 1: Speech signal
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Figure 2: Truncate of speech
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Figure 3: Silence segment of signal
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Figure 4: Noisy speech Fourier and fractional Fourier processing
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Figure 5: (a) The original image. (b) embedded image

Figure 6: (a) The watermarked image. (b) extracted watermark image

Fig. 1 shows the voice signal waveform with a recording time of more than 6 s, and the content is
a five-character Tang poem.

The segment of speech has be processed in the voiced frame in the experimental. The plot (a)
of Fig. 2 is the speech signal (b) is the discrete Fourier FFT for speech signal. (c) is the fractional
spectrum for speech signal. The waveform of Figs. 2b and 2c have frequency domain characteristics.
It is observed from plot (c) of Fig. 2 that the fractional spectrum has a bilateral spectrum, which is
symmetrical around the center point in the Fig. 2. It is symmetrical about the transformation order
and the score with the sampling 0 point. In fact, the fractional Fourier transform is unitary. In other
words, the result of the speech via fractional Fourier transform, the result in Fig. 2 is symmetric. The
speech are symmetrical about the center .

In Fig. 3a is silence signal (b) is the discrete Fourier FFT for silence signal, (c) is the fractional
spectrum for silence signal. The waveforms of Figs. 3c and 3d have frequency domain characteristics.
The result of Fig. 3 shows speech can be added, and fractional Fourier transform is linear.

Fig. 4 shows noisy speech of the discrete Fourier transform and fractional Fourier transform
processing results. Fig. 4a is noisy speech (b) is the discrete Fourier FFT for noisy speech signal. (c) is
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the fractional spectrum for noisy speech signal. The result of Fractional Fourier transform can process
the speech signal of time-domain and frequency domain.

From the plots in Figs. 2–4, after the fractional Fourier transform of the voiced and unvoiced
segments of speech, we understand that these speech segments have the combined characteristics of
the time domain and the frequency domain. The speech of fractional Fourier transformed has excellent
properties. The properties is linear unitary, reversibility and commutative law. However, from speech
of fractional Fourier transform of speech, we cannot be not observed rotational properties of speech.

Below we illustrate this property by performing a fractional transformation on the image.

Fig. 5 shows the original and embedded image used in the experiment. They are processing by
gray. (a) is the original lena image. (a) is image of the word Hello World.

In Fig. 6, the result shows the watermarked image and extracted watermark image by fractional
watermark [17–20]. From Fig. 6, we can see that the embedded watermark image is processed by
fractional transformation, and the embedded watermark has the effect of rotation and superposition.
The watermark is added to voice using FFT. It can be embedded into the voice, so that the voice
watermark has a more secure performance. In fact, this watermark technology is applied to real world,
the image or voice can be better protected in specific use.

5 Conclusion

Our experiments studied the performance of Fractional Fourier Transform (FRFT). We com-
pared with fractional Fourier transform of speech and image. The fractional image is embedded into
the fractional speech, which improves the security of the speech. The technology is easy to extend to
practical applications.
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