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Abstract: Cloud computing is a collection of disparate resources or services,
a web of massive infrastructures, which is aimed at achieving maximum
utilization with higher availability at a minimized cost. One of the most
attractive applications for cloud computing is the concept of distributed
information processing. Security, privacy, energy saving, reliability and load
balancing are the major challenges facing cloud computing and most informa-
tion technology innovations. Load balancing is the process of redistributing
workload among all nodes in a network; to improve resource utilization and
job response time, while avoiding overloading some nodes when other nodes
are underloaded or idle is a major challenge. Thus, this research aims to
design a novel load balancing systems in a cloud computing environment.
The research is based on the modification of the existing approaches, namely;
particle swarm optimization (PSO), honeybee, and ant colony optimization
(ACO) with mathematical expression to form a novel approach called P-
ACOHONEYBEE. The experiments were conducted on response time and
throughput. The results of the response time of honeybee, PSO, SASOS,
round-robin, PSO-ACO, and P-ACOHONEYBEE are: 2791, 2780, 2784,
2767, 2727, and 2599 (ms) respectively. The outcome of throughput of hon-
eybee, PSO, SASOS, round-robin, PSO-ACO, and P-ACOHONEYBEE are:
7451, 7425, 7398, 7357, 7387 and 7482 (bps) respectively. It is observed
that P-ACOHONEYBEE approach produces the lowest response time, high
throughput and overall improved performance for the 10 nodes. The research
has helped in managing the imbalance drawback by maximizing throughput,
and reducing response time with scalability and reliability.
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1 Introduction

The requirement to allow an increasing degree of flexibility, adaptability and autonomy in a cloud
environment has influenced the development of distributed systems [1]. Cloud computing, similar to
public utility, is a form of internet-based computing that makes uses shared resources, software, and
data, which are made available to computers and other devices on-demand [2,3]. It is made up by
aggregating two terms in the field of technology, “cloud” and “computing”. In the realm of technology,
a cloud is a collection of diverse resources, a web of massive infrastructure, and the phrase “Cloud” has
no meaning. Computation in the cloud is conducted and the goal is to maximize resource utilization
while maintaining high availability at a low cost [4]. One of the most attractive applications for cloud
computing is the concept of distributed information processing [5]. This is particularly clear in the
scenario of comparing cloud, grid, and cluster computing that cloud is not the combination of clusters
and grid, but are next generation to them [6,7]. In cloud computing, resource sharing is an on-demand
service and the particle swarm optimization (PSO) method is among the promising tools [8]. As a
result, cloud computing is a scenario in which a user may have safe access to any type of infrastructure,
software, or platform at a reduced cost on demand in an easy-to-use manner [9,10].

Cloud computing has some characteristics that include the following: Virtualization, Availability
and Scalability of Cloud Computing are the distinct attributes that differentiate it from Cluster and
Grid Computing [11–15]. Cloud computing uses scalability guidelines to control resource require-
ments, allowing businesses to save a significant amount of money on IT infrastructure. In cloud
computing environments, hosting providers are unable to have full control over the running application
because it is usually under the supervision of the company that subscribes to the system that has
produced the application [16–18]. This makes it difficult for the hosting providers to monitor the
application behavior and prepare the systems for necessary actions to improve the overall system
stability and availability [19–23]. The aforementioned fact leads to uneven distribution of network
traffic coming into the computer system on a network side, as well as on a server-side [24–26].
Despite cloud computing’s bright future, many crucial issues must be addressed before they can
be fully realized. One of the most attractive applications for cloud computing is the concept of
distributed information processing. Security, privacy, energy saving, reliability and load balancing
are the major challenges facing cloud computing and most information technology innovations. One
of the major challenges in the cloud computing environment is load balancing and these challenges
are not unconnected with the response time and throughput [27–29]. High response time and low
throughput are common difficulties in load balancing, and it affects sharing the limited resources in
a cloud environment. Therefore, this research seeks to develop an improved load balancing system to
optimize resources used in the cloud computing environment. The specific objectives of this research
are to:

i) conduct extensive literature studies about state-of-the-art research on load balancing.
ii) design a novel algorithm for load balancing system in a cloud computing environment using

modify conventional PSO, ACO, and Honeybee mathematical equations.
iii) experimentation of self-partitioning and clustering of resources and also serve as balancer

within the cloud environment.
iv) evaluate the performance of the developed load balancing strategy using response time, and

throughput as metrics.

Organization of the paper

The paper is organized as: Section 2 discusses related works on load balancing in a cloud
computing environment, section 3 elaborates the methodology adopted for the research, Section 4
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presents the implementation, results, and analysis. Finally, Section 5 concludes the paper with future
scope.

2 Review of Related Works

Topcuoglu, et al., (2020) [28] described load balancing as the process of redistributing a distributed
system’s general workload among all nodes (disk drivers, network connectivity, and CPU) to enhance
resource utilization, job response time and overall efficiency, while preventing situations where some
nodes are overloaded but some nodes are underloaded. Choudhari, et al., (2018) [29] opined that a few
key goals of load balancing mechanisms have been addressed in various studies. These goals include
reducing the time it takes to respond to a job while maintaining acceptable delays, keeping the system
stable, having the ability to tolerate mistakes, and improving and maintaining cloud system availability
among others.

One of the limitations of achieving optimum efficiency in the networks is imbalance drawback.
Random allocation and round-robin algorithms were proposed by Hoang et al. [30] to address the
imbalance drawback in the load balancing system, the algorithms were evaluated using response
time and the results were 9103 and 9134 (ms) for the random allocation and round-robin algorithms
respectively. The problem of reassigning total loads to individual nodes of the collective system to
achieve the lower response time and resource usage load balancing system was attempted by li et al.
[31], the study used PSO and evaluated using response time and migration time. The study reported
8991 and 4899 (ms) for response time and migration time respectively. Ant Colony Optimization
(ACO) was used to ensure load balancing and safe packet delivery by Kabirzadeh et al. [32], wherein
the research used response time and migration time as performance evaluation metrics and results
were 9001 and 6128 (ms) for response time and migration time respectively. The study concluded that
these results may not guarantee the regulation of traffic and workload.

An improved system was developed by Kabirzadeh et al. [32], in which the objectives were
to avert system failure by regulating input traffic and stopping the workload from being sent to
resources that have become overloaded and unresponsive. The overall aim was to achieve a frequent
load balancing system. The improved algorithm in the study was based on the ACO and Honeybee
mathematical expression to develop ACOBee. The two existing algorithms were compared alongside
the newly developed model using response time as a metric. The study reported 8991, 8919 and 7901
(ms) response times for ACO, Honeybee, and ACOBee respectively. In a bid to reduce complexity
in the cloud computing environment and ensure keeping the system stable, having the ability to
tolerate mistakes according to [33]. Honeybee and round-robin algorithms were used in the design and
implementation of a stable system in the cloud environment [34]. Kiran, et al., (2021) [35] presented
a better public cloud load balancing architecture based on the partitioning of the cloud with a switch
mechanism to select various systems for various scenarios. The technique used game theory to improve
the efficiency of the load balancing method on the public cloud. The model developed was compared
with other ones and it was discovered that the system was able to partition a public cloud and also can
switch between two different strategies but the system suffers from optimized resource utilization.

Qi, et al., 2019 [36] indicated a partitioning and load balancing method for a cloud environment.
The mechanism for partitioning a cloud is revealed in the paper, as well as a comparison of several
algorithms for balancing dynamic demand. The comparison of the Ant Colony and Honey Bee
algorithms yielded the conclusion that the Honey Bee method is the best in typical load conditions,
while the basic round-robin algorithm was used when the partitions were idle. In the results, Ant
Colony outperforms HoneyBee when compared. However, the algorithm suffers from non-dynamic
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partitioning of the resource. Because the academics approached it from various angles, perspectives,
technologies, and backgrounds, different definitions for load balancing in cloud computing have been
created to date. cloud computing has a number of benefits and challenges. Benefits of cloud computing
include but are not limited to scalability, elasticity, mobility, low infrastructures, increased data storage,
availability, billing and payment [37]. Considering the challenges, which include; security and privacy,
interoperability, energy-saving, disaster recovery and load balancing [38]. Load balancing, which was
highlighted as a key feature of cloud computing and is still considered an open study topic and has
a significant effect on determining resource availability [39]. Lakra et al., (2015) [40] remarked that
the feature inherited from grid computing has been challenged by scalability and post a threat to load
balancing. Thus, the PSO algorithm was used to address and the performance was measured using
response time and throughput. The response time of 8100 (ms) and throughput of 4901 (bps) were
reported.

Cardellini et al., (2015) [41] remarked that load balancing algorithms should be stable enough to
work with a wide range of applications. An attempt was made towards ensuring a stable load balancer
for a wide range of applications, the following checklists are recommended for designing more efficient
load balancing algorithms based on [42]. The research reported improvement in complexity, scalability,
and fault tolerance performance. In terms of load management, independent and dependent schedul-
ing approaches are considered to be the most important strategy. Dependent scheduling is gaining
popularity [43]. Dependent scheduling is appropriate for jobs that have dependent organized patterns.
Usually, each job is made up of a number of interconnected tasks. Hence, task execution is dependent
on one another through the limited improvement was achieved in [44]. Failures in the execution of
dependent tasks, as opposed to failures in the execution of independent tasks, have an impact on
the overall system performance. At the moment, no viable algorithm exists for load balancing on
dependent structured jobs.

Previous load balancing solutions were software-based and time-based, with optimization done
locally. For load balancing, a clever solution is proposed by He et al. [45]. The suggested approach
performs global optimization over time. Load balancing was based on hardware in the proposed
method, and load balancing is computed at two levels: the entire system and the virtual machine or
server. The proposed strategy improves resource use. Mtshali et al., 2019 [46] suggested a method
for scheduling based on virtualization technology for energy consumption optimization and real-time
delay in fog computing technology. Four scheduling task policies were implemented and simulations
were conducted with iFogSimtooland. Improvements of 11% energy consumption, 7.78% average task
delay, 4.4% network usage, and 15.1% execution time were achieved in the study. Results show that
FCFS was better than the existing methods.

In a cloud computing study, Somwang (2020) [47] proposed an effective load balance control
solution based on HA Proxy, the purpose is to receive and distribute workload to the computer server
so that processing resources can be shared. The study used a round-robin scheduling technique to
manage the cloud storage systems’ resources efficiently, with a focus on effective workload balancing
and a dynamic replication mechanism. Results revealed that the proposed technique may enhance load
balancing performance in cloud computing by 1,000 requests /6.31 seconds while also reducing false
alarms. Sliwko (2019) [48] work focused on the development of a mechanism for dynamic allocation
jobs without overloading cloud nodes, resulting in system stability at a low cost. A new taxonomy and
classification system for three types of schedulers, namely, OS-level, Cluster, and Big Data, highlights
their distinct evolution and goals. Extensive trials on the University of Westminster HPC cluster were
conducted for the project, and the positive results are presented together with lengthy comments and
a conclusion. Finally, with a stable simulation environment in place, the project was able to go forward
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with the development of load balancing solutions. However, the study did not report the metrics used
to evaluate the proposed approach.

For the purpose of increasing the efficiency of cloud services, an adaptive load balancing algorithm
(ALBA) based on a load prediction technique was presented by Mao et al. (2013) [49]. The ALBA
system can reclaim the cluster’s resources when the load in the cluster of virtual machines was less than
the minimal level. While the load on the virtual machine cluster exceeded the maximum threshold, the
ALBA added more virtual machines as needed to balance the computing load and ensure response
time. Extensive tests with CloudSim show that the suggested ALBA was enhanced resource usage while
also reducing task response time to an extent. Abiodun et al., (2020) [50] offers maximum-minimum
round-robin (MMRR) as a new load balancer, the algorithm which combined maximum-minimum
and round-robin algorithms to assign work with long execution times to maximum-minimum and
tasks with the shortest execution time to round-robin. According to the conclusions of the study, the
MMRR has had a substantial impact on cloud services. From Throttled and MMRR, the data center’s
loading time is good, however, round-robin was the worst. Based on the overall reaction time and
cost-effectiveness, MMRR outperformed the other algorithms with an outcome of 89%. The study
concluded that improving customer happiness in cloud services should be implemented.

Arising from the review of related works, a need for efficient task scheduling or load balancing
algorithms for optimum resource utilization, response time evade of application unresponsiveness
and non-dynamic partitioning of resources in the cloud computing environment was observed. Load
balancing which is the process of redistributing workload among all nodes in a network, to improve
resource utilization and task response time while preventing overloaded some nodes and others are
underloaded or idle is a major challenge. In addition, there are difficulties in sharing the limited
resources in a cloud environment, and this may reduce the productivity and efficiency of the system.
The importance of load balancing in cloud computing and elastic scalability cannot be overstated. As
cloud computing is evolving in the computing field, one of its attractive applications is the concept of
distributed information processing. According to the reviewed literature, the innovation in distributed
information processing of the cloud computing environment is threatened by security, privacy, energy-
saving, and load balancing. Load balancing is the process of redistributing a distributed system’s
general workload among all nodes to enhance the utilization of resources and job response time, while
preventing situations where some nodes are overloaded and others are idle or underloaded. Several
attempts have been made in the past but with a minimal solution to the problem. A number of studies
used PSO, ACO, HoneyBee and a few others such as Firefly. The response time, throughput, waiting
time and migration time are common metrics to measure the performance evaluation used by most of
these studies in cloud computing. Hence, this research was informed, by developing a novel algorithm
for an efficient and effective distribution of load across the cloud computing system, because high
response time and low throughput were observed as main gaps of load balancing in the reviewed
works.

3 Proposed Methodology

In developing a novel load balancing system for a cloud computing environment in this research,
the following research approaches were used:

Modification of mathematical expressions for the developed load balancing strategy using PSO,
ACO, and HoneyBee mathematical expression to perform self–partitioning of resources and also to
serve as a load balancer in the cloud computing environment
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i) Development of an algorithm for the load strategy: The design of the algorithm was done
sequentially, wherein the output of PSO serves as input for the ACO and HoneyBee which
acted as the load balancer.

ii) Implementation of the developed algorithm: The developed algorithm was implemented in
Microsoft Azure cloud-integrated environment, which is an open and flexible cloud environ-
ment that allows developers to build, deploy and manage applications in any programming
language.

iii) Verification of the algorithm for Quality of Service (QoS): The designed algorithm was verified
for QoS to ascertain its correctness.

iv) Evaluation of the algorithm: The developed system was tested with other existing techniques
like: honeybee, PSO, round-robin, SASOS and PSO-ACO to evaluate the performance of the
developed system using; response time, and throughput as metrics.

3.1 System Model and Mathematical Expressions for the Development of a Load Balancing System

The optimization within the framework of an itinerary is an NP-complete problem that entails self-
partition and clustering of resources of the cloud environment with the set objective to evade/reduce the
overloading of components in cloud computing. The self-partitioning and clustering unit of the system
was developed using Eqs. (3)–(8). In the traditional PSO according to Shishira et al. [20], the inertia
weight (∞) which is the determining parameter that helps in the search for global best of the particle
cannot commerce due to the fact that the velocity update is trapped at the highest possible value
because ω = +∞, the particle velocity is at its maximum and skips multiple optimal solutions. The
parameter ω (inertia weight) was modified by finding a finite value for inertia weight ω as presented
in Eq. (5) to prevent the premature convergence of the particles towards achieving a maximum global
best result. The equation for updating the velocity of the particles and particle position is presented in
Eqs. (3) and (4) with a source from [15] who proved Eqs. (1) and (2) respectively. The position of the
particle is changed by adding a velocity, vi(t), to the current position presented in Eq. (1) which meant
the following:

xi (t + 1) = xi(t) + vi(t + 1) (1)

with xi(0) ∼ U(xmin, xmax).

Vi + 1 = ∞Vi + c1rand1 ∗ (pbest − xi) + c2rand2 ∗ (gbest − xi) (2)

vi(t+1) = ωvi(t) + c1

(
Pi(t) − xi(t)

) + c2

(
g(t) − xi(t)

)
(3)

xi(t+1) = xi(t) + vi(t+1) (4)

Where in,

c1, and c2 are the acceleration coefficient

ω is the inertia weight

xi(t) is the particle’s initial position

Pi(t) is the particle personal best position

g(t) is the best position in the entire network on a worldwide scale.

xi(t+1) is the particle new updated position

vi(t) is the particle initial velocity
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vi(t+1) is the particle’s new velocity

ωj
t = ωmin ∗ (ωmax − ωmin) (5)

where ω min and ω max are the minimum and maximum inertia weight values, t is the current number of
iterations. To determine the fitness value of each node position, the equation is presented in Eq. (6),
where N is the swarm size, fi is the fitness of particle i.

fi(x) =
N∑

i=1

x2
i (6)

In developing the part that determines the next available node to be loaded with the request,
which is based on modifying the ant equation and honeybee equation to determine the busy, idle,
and normal node in the cloud environment, the following assumptions were made; wherein a set of n
variables exists; where n is the number of nodes on a cloud itinerary. Then, the building graph is fully
connected and corresponds to a map of hosts, with each host corresponding to a node and possible
edges representing connections between hosts. An ant begins in a random host. The next host j for an
ant to choose (host j), given it is currently in host i and has already visited the hosts in partial solution
sp, is as presented in Eq. (8)

P
(
j|sp, i

) = τ α

il ∗ η(il)β

∑
I∈Nsp

τ α
il ∗ η(il)β

, ∀j ∈ N(sp) (7)

The relevance of the pheromone and the heuristic function is determined by the weight parameters
α and β. The equation states that only hosts that have not yet been visited are considered, and it
constitutes the neighborhood N (sp). For the honeybee Equation in (9);

Pi = fiti∑N

i=0 fiti

(8)

Tn =
Tn∑

i=1

Pi (9)

where Tn is the total number of the job of the same priority, the Tn value is calculated for each server
for different priorities which range from 1 to m, and the node having more number of same priority job
as the arrived job is assigned for processing and pi is the probability of obtaining the ith employed bee.

3.2 Architecture and Working for Load Balancing Strategy in Cloud Computing.

In developing an algorithm for load balancer strategy in the cloud environment, the process
involved was done sequentially which means, the output of PSO is given as the input to ACO and
honeybee algorithms. PSO algorithm is to perform self-partitioning of the cloud computing resources
considering resource wastage. ACO algorithm and honeybee algorithm are used as the local and
global exploration and exploitation of the explored search space in the developed hybrid algorithm.
Fig. 1 presents the flowchart of the developed load balancing strategy, and the developed algorithm
is presented mathematically in Algorithm 1. The Flowchart of the developed load balancing strategy
has the complete strategy and evaluation of the system.
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Figure 1: Flowchart of the developed load balancing strategy

Algorithm 1: The P-ACOHONEYBEE Approach for the load balancing strategy
Set parameters For each node i do

Randomly initialize the position (xi) and velocity (vi) of all particles pi ← xi

Evaluate the fitness value of each node’s position
fi(x) = ∑N

i=1 x2
i

Update inertia weight ω

ωj
t = ωmin ∗ (ωmax − ωmin)

End for
While stopping criteria is not met do

(Continued)
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Algorithm 1: Continued
Update the pbest(i)

If f (xi) > pi then
pi ← f (xi)

end if
Update the gbest(i) by
gbest = max(pbest(i))

gbest ← i
Update vi

vi(t+1) = ωj
tvi(t) + r1c1

(
pi(t) − xi(t)

) + r2c2

(
g(t) − xi(t)

)

Update xi

xi(t+1) = xi(t) + vi(t+1)

End.
Inputs collection.
The setting of the servers with resource capacity.
The setting of the VMs with their resource requirements.
Initialization.
// Particle population size, number of ants, bees and maximum number of iterations MAX_ITER are

initialized //
// Generate initial population by VM placement solutions based on power consumption and resource

wastage of each server //
Initiate load Balancer, (Start node [server]) to the first node, obtain data and back to the server
(1) Determine Sub-optimal routes from start_node to end_node (termination node)

// form numbers of nodes, 2m numbers of sub-optimal routes will be obtained.
(2) Compute path cost for each of the connected nodes on the sub-optimal route.
(3) Calculate the possible total distance for each sub-optimal route

// 2m numbers of distances will be obtained
(4) Value ordering of distance
(5) Update KB with RP parameter in the new routing path
(6) Update Start_node = current_node

End_node = Server
Until End_condition.

3.3 Experimental Setup and Simulation Setting

The experimental setup and simulation setting for the verification of the P-ACOHONEYBEE
approach developed for Quality of Service (QoS) was conducted. The analysis method of Microsoft
azure cloud was used to verify the developed algorithm for Quality of Service. The verification was
done to ascertain the correctness of the implemented strategy with respect to the conceptual system.

Implementation of Parameter for the Developed Algorithm of Load Balancing Strategy

The implementation was conducted in a Microsoft azure cloud-integrated environment. Microsoft
Azure cloud is an open and flexible cloud environment that allows developers to build, deploy and
manage applications in any programming language. It also allows the integration of public cloud
applications with any existing information technology environment. The developed load balancing
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strategy was executed using a combination of inputs. The input was varied to determine the effect of
response time, and throughput, of the developed strategy. The implementation was both interactively
and automatically with the following parameters settings according to shihira et al. [20]. The virtual
machines (255 GB, 512 GB, and 1000 GB of memory), 2000 tasks, two data centers, Bandwidth (1000
MB each), Traffic Type – UDP, System used - Windows 10 Ultimate 64-bit operating system. An Intel
(R) Core ™ i5 CPU with a speed of 2.7 GHz, 4 GB RAM and 500 GB hard disk drive were used. The
developed system also used Microsoft Azure cloud-integrated environment on Windows 10 Ultimate
64-bit operating system, Intel (R) Core ™ i5 CPU with a speed of 2.7 GHz, 4 GB RAM and 500 GB
hard disk drive, and results obtained were evaluated using response time, and throughput as evaluation
metrics.

Evaluation of the Developed Load Balancing Strategy

The performance of the developed load balancing strategy was evaluated by comparing it
with existing load balancing systems, which are as follows; honeybee, particle swarm optimization
(PSO), round-robin, simulated annealing symbiotic organisms search (SASOS), and particle swarm
optimization – ant colony optimization (PSO-ACO). The number of nodes used to determine the effect
of the approach was 10 nodes noting that this number of nodes is sufficient for the evaluation of the
strategies. Response time and throughput time were used as evaluation metrics.

Response time

While the total amount of time that has elapsed between the start and completion of a task or
request (round-trip time), the response time is the amount of time it takes for the scheduling algorithm
to respond to a task. It can be calculated using the following:

Tr = Tf − TA (10)

where Tf is the first task completion time;

TA is time for the first duty to arrive.

Throughput

The average data rate at which data or messages are successfully sent over a given communications
link is referred to as Throughput, and it is measured in bits per second (bps).

Throughput = sum (number of successful packets ) ∗ (average packet_size)
total time spent indelivering that amount of data

(11)

4 Results and Analysis

The result is a novel P-ACOHONEYBEE approach that produces the lowest response time, high
throughput and overall improved performance for the 10 nodes experimented. The improvement in
response time, and throughput was sought-after capabilities of cloud computing in load balancing
strategy. The result and discussion of the study are presented in this section.

Presentation of Results of the Developed Load Balancing System

The load balancing challenge in cloud computing was addressed using a hybrid approach
combining PSO, ACO and the Honeybee technique to reconstruct and obtain an improved load
balancing system in cloud computing. The result display interface of Microsoft Azure was used to
obtain results for the performance evaluation after the load balancing strategy was constructed and
was tested with three algorithms: honeybee, PSO, round-robin and two hybridized techniques:

Simulated Annealing Symbiotic Organisms Search (SASOS) and PSO–ACO.
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The major resources used in Microsoft Azure cloud:

i) Node: This panel allows users to create the number of nodes needed at a given time
ii) Network Server: This is an attribute that allows users to create and design the type of network

server needed for a particular job
iii) Virtual Machine (VM): This platform allows users to create the numbers of VM needed for a

project and also allows the user to allocate the VM necessary applications.
iv) Load Balancer: This platform allows the user to develop a load balancer and incorporate it

into the system.
v) Network: This attribute allows the user to develop the type of network (TCP/UDP) needed

for the job.
vi) Result Storage: This platform stores and displays the results.

The developed load-balancing system (P-ACOHONEYBEE) was constructed to perform self-
partitioning and clustering of resources within the cloud computing, in which, twelve virtual machines
were partitioned into three clusters (web tier, business tier and data tier) according to their storage area.
The system groups all VMs with less than 100 GB storage area as web tier and VMs with storage area
of 100 GB and less than 500 GB as business tier, wherein VMs with 500 GB and above were grouped
into the data tier.

Results Obtained on Response Time for the Developed Load Balancing System

Results obtained from the implementation of the developed load balancing system in terms of
response time are presented in Tab. 1. The response time of the developed strategy was considered
during the normal period. The peak period was the period when the network latency was high (4000
mls Time to Live (TTL) and above) and the normal period was the period when the network latency
was normal (below 4000 mls TTL). The number of nodes used was varied from 10 to 20 nodes to
determine the effect of more nodes on the developed load balancing system.

Table 1: Response time at 10 nodes during the normal network period

Number
of Task

HoneyBee
(ms)

PSO
(ms)

SASOS
(ms)

Round-robin
(ms)

PSO-ACO
(ms)

P-ACOHoneyBee
(ms)

100 203 203 201 196 198 184
200 211 210 212 217 208 203
300 216 212 209 211 209 197
400 221 217 220 217 217 204
500 225 225 222 219 221 207
600 228 227 224 222 222 208
700 250 253 251 248 242 227
800 277 277 276 272 272 267
900 300 299 300 300 294 279
1000 310 308 311 313 302 288
2000 350 353 354 352 342 335

SUM 2791 2784 2780 2767 2727 2599
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4.1 Results and Analysis of Response Time at 10 Nodes

This section analyzes the results obtained using response time as a metric to evaluate the developed
system. This research focuses on the development of a novel load balancing strategy for cloud
computing environments using PSO, ACO and honeybee algorithms. A load balancing approach
named P-ACOHONEYBEE for a cloud environment was developed to address the issue of uneven
distribution of network traffic coming into the computer system on a network side, as well as on a
server-side and server overloading and application unresponsiveness. In Tab. 1, the results obtained
for the response time of the developed load balancing strategy (P-ACOHONEYBEE) are presented.
Ten (10) nodes were used for the peak and normal network period and P-ACOHONEYBEE was
tested with other strategies (honeybee, PSO, round-robin, SASOS and PSO-ACO) to evaluate the
performance and the results of the evaluation were also presented. During the normal network period,
a sum of 2599 ms was achieved for P-ACOHONEYBEE and 2791 ms for honeybee, 2784 ms for
PSO, 2767 ms for round-robin, 2780 ms for SASOS and 2727 ms for PSO-ACO. This revealed that
P-ACOHONEYBEE produced the lowest response time among all the strategies for both the normal
period. The results of response time at 10 Nodes during the normal network period is depicted in Fig. 2,
wherein all the six expressions were plotted against time (ms). P-ACOHONEYBEE shows outstanding
performance among the strategies balancing in the cloud computing environment according to this
research.
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Figure 2: Summary of response time results

4.2 Results and Analysis of Throughput at 10 Node

In this section, we analyzed the results obtained using throughput as a metric in the developed
system. The research focuses on the development of a novel load balancing strategy for cloud
computing environments using PSO, ACO and honeybee algorithms. A load balancing approach
named P-ACOHONEYBEE for a cloud computing environment was developed to address the issue of
uneven distribution of network traffic coming into the computer system both on a network side as well
as on a server-side and server overloading and application unresponsiveness. Results obtained for the
throughput of the developed load balancing strategy (P-ACOHONEYBEE) are presented in Tab. 2.
A total of 10 nodes were used for the peak and normal network period and P-ACOHONEYBEE was
tested with other aforementioned strategies to evaluate the performance, the results of the evaluation
are also presented in Tab. 2. The results obtained for throughput of the developed load balancing
strategy (P-ACOHONEYBEE) and all other strategies for the normal network period at 10 nodes
are presented in Fig. 3. Results show that P-ACOHONEYBEE produced the highest throughput for
the normal network period at 10. P-ACOHONEYBEE at 10 nodes produced the highest with a sum
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of 7484 and 7485 bps, followed by honeybee which produced a sum of 745 1 and 7438 bps. Time
(ms) is plotted against the strategies. P-ACOHONEYBEE shows outstanding performance among
the strategies, this makes P-ACOHONEYBEE a novel approach for the load balancer in the cloud
environment.

Table 2: Throughput results at 10 nodes during the normal network period

Number
of Tasks

HoneyBee
(bps)

PSO
(bps)

SASOS
(bps)

Round-robin
(bps)

PSO-ACO
(bps)

P-ACOHoneyBee
(bps)

100 95 91 90 85 91 97
200 197 195 193 191 193 197
300 297 297 296 293 288 300
400 395 394 394 390 390 398
500 496 493 489 484 489 500
600 596 591 589 585 593 599
700 695 692 687 682 690 698
800 795 792 789 784 787 799
900 895 892 889 886 889 899
1000 995 993 991 987 991 997
2000 1995 1995 1991 1990 1986 1998

SUM 7451 7425 7398 7357 7387 7482
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Figure 3: Summary of throughput results

We have been able to implement a novel load balancer building on the existing approaches,
the novelty of this research lines on the ability to come up with an approach that consumes better
computational resources than the existing approaches in the cloud environment. The state-of-the-art
evaluation parameters in the cloud computing environment (response time and throughput) were used
to measure the performance of the developed approach. The response time for honeybee, PSO, SASOS,
Round-robin, PSO-ACO and P-ACOHONEYBEE was 2791, 2784, 2780, 2767, 2727, and 2599 (ms)
respectively. Using the response time as a metric for the evaluation, the novel P-ACOHONEYBEE
approach developed is better by 128 (ms) than PSO-ACO, which is close to it. In the same vein, when



1956 CMC, 2022, vol.73, no.1

the throughput is used for the evaluation, honeybee, PSO, SASOS, Round-robin, PSO-ACO and P-
ACOHONEYBEE achieved 7451, 7425, 7357, 7387 and 7482 (bps) respectively. Using the throughput
as a metric for the evaluation, the P-ACOHONEYBEE approach developed is better by 31 (bps) than
honeybee which is close to it. Because an approach with lower response time and high throughput is
required for the effectiveness and efficiency of cloud computing operation, the P-ACOHONEYBEE
approach is good, as it has performed better than the existing approaches in this research.

5 Conclusion and Future Scope

This research helps in realize an efficient and effective load balancing approach highly suitable
and achievable for cloud computing which in turn facilitates migration optimization in distributed
processing systems and implementation. The research focuses on the development of a novel load
balancing strategy for cloud computing environments using PSO, ACO and honeybee algorithms.
A load balancing approach named P-ACOHONEYBEE for a cloud computing environment was
developed to address the issue of uneven distribution of network traffic coming into the computer
system on a network, side as well as on a server-side and server overloading and application
unresponsiveness. The developed strategy was created in the Microsoft Azure cloud environment
to maximum resource usage, throughput, and reaction time and are all achieved through dynamic
resource scheduling that is scalable and reliable. The performance of the developed load balancing
system was evaluated alongside the existing algorithms; honeybee, PSO-ACO, SASOS, PSO, and
round-robin using response time and throughput as metrics. The results from the implementation
showed that a reduction in the response time and throughput was observed when the developed load
balancing system is applied in the cloud computing environment. This implies that in terms of the
aforementioned metrics, the P-ACOHONEYBEE is computationally efficient, effective and superior
to the other methods. The P-ACOHONEYBEE produced the lowest response time and highest
throughput than other systems. This is an interpretation that P- ACOHONEYBEE was able to send
more successful data per second and it also confirms that it is computationally efficient and superior
to the other methods. Conclusively, this research has helped in managing the imbalance drawback by
maximizing resource utilization, maximizing throughput, reducing response time, dynamic resource
scheduling with scalability and reliability hence showing the novelty of the developed strategy, it has
equally guarantee the regulation of traffic and workload. This in turn enhances the performance of
cloud computing and other distributed computing adopting the solution in practice.

Future Scope

In the near future, we plan to extend the testing of P-ACOHONEYBEE protocol by comparing
normal time or period with peak period with other nature-inspired techniques such as Firefly,
Cockroach Swarm Optimization algorithm, and evolutionary computing to optimize load balancing
in cloud computing.
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