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Abstract: Image fusion has become one of the interesting fields that attract
researchers to integrate information from different image sources. It is
involved in several applications. One of the recent applications is the robotic
vision. This application necessitates image enhancement of both infrared (IR)
and visible images. This paper presents a Robot Human Interaction System
(RHIS) based on image fusion and deep learning. The basic objective of this
system is to fuse visual and IR images for efficient feature extraction from
the captured images. Then, an enhancement model is carried out on the fused
image to increase its quality. Several image enhancement models such as fuzzy
logic, Convolutional Neural Network (CNN) and residual network (ResNet)
pre-trained model are utilized on the fusion results and they are compared
with each other and with the state-of-the-art works. Simulation results prove
that the fuzzy logic enhancement gives the best results from the image quality
perspective. Hence, the proposed system can be considered as an efficient
solution for the robotic vision problem with multi-modality images.
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1 Introduction

It is known that image fusion is concerned with the merging process of multi-source images
to attain an image with salient features that comprises complementary features from both source
images. Image fusion is one of the recent research fields, which is involved in several applications. For
example, medical image fusion [1,2] is carried out on images with different imaging modalities to get
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the fusion result with features of both images. Moreover, image fusion technology has been extensively
implemented in applications such as object recognition [3], face recognition [4,5], remote sensing, and
Internet-of-Things (IoT) [6]. The main issue in IoT is the utilization of a diversity of sensors in order to
get a diversity of images for the same scene. This issue leads to the consumption of a large transmission
bandwidth and storage space, and therefore image fusion is required to address the aforementioned
problem.

Another implementation of image fusion is for merging IR and visible images that is considered
as a multi-source sensor information fusion process. This fusion process is important for military
surveillance and robotic vision [7–9]. It is possible to discriminate targets in IR images from the
radiation difference between the target and its background. This difference is not affected by the
environmental conditions like light, sand, and smoke. Generally, IR images have some drawbacks, such
as unremarkable constituent information, low contrast, and poor visibility characteristics. Unlike IR
images, visible images reveal the targets with good appearance, which allows interpretation with the
human visual system [7,10]. To benefit from the nature of each of the IR and visible images, efficient
image fusion algorithms are required to attain salient image features from both of them [11].

Different types of fusion including pixel-level, feature-level and decision-level exist [6]. The
simplest is the pixel-level fusion, which depends on some sort of weighted average in the spatial domain.
This type is simple and easy to implement, but the artifacts in both images still exist in the fusion result.
On the other hand, feature-level fusion depends on feature extraction from both images, and then
merging the extracted features to be used in subsequent classification tasks. The feature extraction may
be more robust to the degradation effects in the images. The decision-level fusion is implemented by
decision rules, and it achieves a high level of fusion. Firstly, the source images are processed separately
to extract features of each of them, and then the most important information is selected based on a
specified rule.

A general classification of image fusion algorithms includes spatial-domain algorithms and
transform-domain algorithms [12,13]. The spatial-domain fusion begins by block-by-block segmenta-
tion of the two images to be merged [4,12,14]. The corresponding blocks in both images are combined
together to get new formed blocks that keep the most salient information in both images. This type
of fusion algorithms is appropriate, when the source images have the same modality, and it most
likely gives artifacts in positions of block or region edges. In contrary, transform-domain image
fusion has another concept of operation that depends on firstly transforming the images into an
appropriate domain [15]. Multi-scale transformations are good candidates for this task. This type of
fusion is appropriate for images of different modalities, and it gives a good performance if the weight
coefficients are optimized and selected carefully in the fusion algorithm.

Recently, a new trend in image fusion based on machine learning has emerged [16,17]. Moreover,
CNNs have been utilized for the image fusion tasks [12,18]. The convolutional layers used in CNNs
have a significant role in the computer vision field to extract comprehensive and valuable features.
They perform weighted averaging to generate the feature maps. Therefore, the characteristics of fused
images obtained with CNNs are similar to those obtained with transform-domain fusion algorithms.
Moreover, CNNs solve the fusion optimization problem in order to maximize the quality metric values
of the fusion results [12].

Almost in the existing image fusion algorithms, an input image should have a high quality
represented in good contrast and sharp edge details. However, for IR and visible image fusion, the edge
details are sometimes weak due to the image acquisition conditions and the variability of environments.
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Recently, deep learning has become an effective tool in several research fields of image processing [16],
and hence it is recommended to achieve high-quality image fusion.

In this paper, an elegant framework is presented with the objective of integrating the image fusion
based on deep learning with image enhancement in order to attain fused images that have high contrast
and sharp edge details. The image enhancement is considered as a significant tool in computer vision
to improve the quality, especially for acquired images that suffer from degradation problems such as
the low contrast [19–22]. Moreover, the edge details are represented with the significant sharpness of
edges, especially object edges. It leads to an enhancement of object appearance in images.

The key contributions of this proposed work are threefold. Firstly, operation is mainly con-
cerned with color images that are represented in YCbCr format. The luminance obtained from this
representation is treated with a deep learning network to get multi-layer features. Meanwhile, for
the chrominance channels, a weighted fusion process is applied. The fused image is restructured by
merging the modified luminance and two chrominance components. After that, the fused image is
enhanced using a fuzzy logic algorithm, and two image enhancement benchmark models based on
deep learning: CNN and ResNet pre-trained model. Finally, comparisons are presented to spot the
proposed algorithm efficiency based on different types of evaluation metrics.

The contributions of this work can be listed in the following points:

1. Building a robotic vision system based on deep fusion and fuzzy-logic enhancement models.
2. Building benchmark enhancement models including deep learning and traditional models.
3. Assessment of both proposed and benchmark models.
4. Introduction of a comparison study to highlight the efficiency of the proposed framework.

To summarize the paper content, Section 2 presents several works related to image fusion and
image enhancement methods. The proposed framework is given and explained in detail in Section
3. The proposed models including the proposed image fusion and image enhancement models are
presented in Section 4. In Section 5, the image fusion assessment metrics are given. Simulation results
on public datasets and discussions are introduced in Sections 6 and 7, respectively. Finally, the relevant
conclusions are introduced in Section 8.

2 Related Work

With the variety of image processing tools today, image fusion has gained an essential rule in
obtaining optimal image quality with as most useful features as possible. To handle this issue, the
researchers have worked on constructing different sorts of algorithms for image fusion that depend
on multi-scale representations, adaptive techniques, fuzzy logic techniques, neural and deep neural
networks [10]. The fusion based on multi-scale representations is a significant type of fusion. Different
types of transforms have been considered for this task including ridgelet, curvelet, Radon, wavelet and
contourlet transforms [23–26]. In [23], the authors worked on the fusion of Computed Tomography
(CT) and Magnetic Resonance (MR) images using the wavelet transform and the contourlet transform.
This algorithm depends on the decomposition of source images with some sort of dual-tree complex
wavelet transform. Hence, an energy fusion rule is adopted on the obtained coefficients with the help
of the contourlet transform. Chen et al. [6] presented an algorithm for the fusion of visible and IR
images with the objective of injecting some of the details in the visual images into the IR images that
represent thermal distributions of objects. This algorithm depends on image sub-band decomposition
using Laplacian pyramids. The maximum fusion rule has been adopted in this algorithm. The rationale
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behind the utilization of this rule is to eliminate any effect of blurring in the visual image within the
fusion process.

Kanmani et al. [7] introduced a framework for IR and visible image fusion for the target of
face recognition. The optimization techniques were used to enhance the face recognition process
in order to achieve the highest recognition rates. Three different optimization-based methods have
been introduced and compared in this work. Two of them depend on the dual-tree complex wavelet
transform and the third one depends on the curvelet transform. The common thread between all
three methods is that they all begin with the decomposition process, and then an optimization process
is carried out on the obtained coefficients from both images in order to maximize the subsequent
recognition rate obtained on the fusion results. Both swarm optimization and brain storm optimization
have been investigated and compared in this work.

The utilization of sparse representation techniques has spread in new trends of image processing.
Sparse representation allows representing images in the form of blocks based on certain transfor-
mation matrices that are composed majorly of few elements and a large number of zeros. These
representations can be used in applications such as image super resolution and image fusion [10,15,24].
Sparse representation of multi-modality images such as visible and IR images can be used for the
objective of fusion. Zhou et al. [24] presented a method that combines sparse representation of images
with dictionary learning in order to fuse both IR and visible images. This method succeeded in
obtaining fusion results with as much details as possible. The concept of image super resolution can
be used to obtain images with much details based on some sort of dictionary techniques and single
image super resolution algorithms. Liu et al. [15] tried to benefit from the super resolution through the
multi-modality fusion process. They suggested working on the sub-bands of the decomposed source
images with certain super resolution algorithms prior to the fusion process. This strategy succeeded in
the fusion of visible and IR images. Still, there is a need to investigate the order in which both image
decomposition and super resolution are implemented.

Recently, deep learning based on CNNs has found an outstanding role in image fusion, and it
has been adopted in several research works [9,12,16]. Zhang et al. [12] introduced a two-layer CNN
for image fusion. The CNN allows informative features of the source images, and it can be easily
optimized on the training set. Piao et al. [9] studied IR and visible image fusion using Siamese CNN
to extract the features in a weight map representation. Afterwards, the image fusion is performed using
wavelet transform decomposition through weighted averaging. Another solution was presented in [16].
In this solution, source images are decomposed into approximation and details. Some components of
the images are fused through weighted averaging and the others are fused with the VGG-19 network.
The integration of image enhancement and image fusion can enhance the quality of the fusion results.
Zhao et al. in [11] introduced a framework for this integration based on spectral total variation method.
Moreover, in [26], a fusion method was introduced for images with degraded illumination. Firstly, the
illumination is extracted from the source images and enhanced. Then, the fusion process is performed
to get high-quality fusion results.

3 Proposed Framework

This paper presents a framework for robotic vision that consists of two main phases. The first
phase is the fusion of IR and visible images. The proposed scenario includes two sensors to capture
the images. The IR images are collected by Raytheon Palm-IR-Pro sensor, while the visible images
are collected by Panasonic WV-CP234 sensor. These sensors are assumed to be implemented on the
robot machine. The second phase is the enhancement of the fusion results. Both image fusion and
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enhancement are carried out on the captured images by a central server, which could be connected to
one or more robot machines. The objective is to reduce the computational cost through centralized
processing. Another reason is to save the energy of robots. Moreover, a central control unit makes it
easy to troubleshoot errors that may occur. A disadvantage of the proposed scenario is that a high-
speed connection is required to connect the robot machines to the central server without a considerable
delay. Fig. 1 shows the proposed framework.

Figure 1: (a) General hierarchy of the proposed framework, (b) Block diagram of the proposed
framework
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3.1 Image Fusion Based on Deep Learning

A CNN is considered as an efficient candidate for image fusion [27]. The main idea to design such
an efficient CNN model is to train the network to predict an output close to the real-state target. This
closeness can be guaranteed based on loss minimization. For an input x to be mapped to a desired
output y through a function f , a selected loss function need to be minimized through a feed-forward
operation with some sort of error back-propagation. In most cases, the mean square error between the
real output and the desired output represents the cost function to be minimized. This paper is based
on a Multi-Exposure Fusion Structural Similarity Index Metric (MEF SSIM) as a loss function [27].
A loss related to structural integrity and luminance consistency on multiple scales is evaluated and
injected into the optimization process of the CNN.

Fig. 2 illustrates the proposed framework for IR and visible image fusion. Firstly, the YCbCr color
image transformation is applied on both images. The CNN-based image fusion is applied on the
luminance components of both images due to the presence of much details and variations in these
components. On the other hand, the chrominance components of both images (Cb and Cr) are fused
through weighted averaging as they are poor in details. Finally, the fusion result is transformed back
to the RGB color coordinate system.

Figure 2: The proposed image fusion model based on deep learning

Fig. 3 shows the proposed CNN fusion model. Assume the IR image as Y1 and the visible image
as Y2. Both inputs are enrolled into a pair of convolutional layers (C11, C21) and (C12, C22) in order to
extract the features from them. Both C11 and C12 consist of 16 filters with a size of 5 × 5. In addition,
C21 and C22 consist of 32 filters with a size of 7 × 7. The fusion of feature maps is performed with
an addition layer. The obtained feature map is finally reconstructed using three convolutional layers
(C3, C4, C5). C3 consists of 32 filters with a size of 7 × 7. In addition, C4 consists of 16 filters with a
size of 5 × 5. Furthermore, C5 consists of a single filter with a size of 5 × 5. The proposed deep fusion
model is trained on 4000 image pairs from the IRIS thermal visible face dataset (TRIS-TVFD) with
100 epochs, a batch size of 60 and a learning rate of 10−4.
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Figure 3: Stages of image fusion based on CNN (Feature extraction, Fusion, and Reconstruction)

3.1.1 MEF SSIM Loss Function

The proposed loss function is the MEF SSIM [27,28]. Assume that {yk} = {yk|k = 1, 2} denotes the
set of image patches extracted at a location p of a certain pixel from the input image pairs. In addition,
assume that yf denotes the patch extracted from the fused image at the location p. A fusion score is
obtained based on the input patches yk and the fused patch yf . The SSIM indicates the degree of
similarity between the input patches yk and the obtained fused image patch yf . There are three aspects
of similarity: contrast (c), luminance (l), and structure (s), and their product is used to calculate the
overall index.
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Hence, the total loss is calculated as:

Loss = 1
N

∑
p∈P

score (p) (7)

where N represents the image size in pixels and P is the set of all pixels in the input image.

The inherent operation to estimate the MEF SSIM is based on a gradient descent optimizer, and
this leads to some sort of similarity between fusion results and the original source images.

3.2 Image Enhancement Based on Fuzzy Logic

In IR images, due to low contrast, fine details and several structures may not be visible, and
consequently several areas or edges are unclear and fuzzy in nature. Hence, IR image enhancement
is an essential demand. Fundamentally, IR image enhancement includes contrast enhancement and
rim enhancement to enhance the dynamic range of IR images. This process allows to discriminate
objects or facial expressions from the IR images. There are several crisp approaches for image
enhancement. One of the most common approaches is histogram equalization. However, due to
the interference between pixel values of objects and the background, crisp enhancement techniques
have limited performance. For this reason, fuzzy set methods have been presented to overcome the
vagueness in pixels. There are different publications on image enhancement based on fuzzy theory
[29]. Enhancement methods based on fuzzy logic provide high-quality images in a short time. Fuzzy
image processing is a transformation approach applied on the input image in gray-scale domain to
get a transformed output image in the fuzzy domain, which is processed, modified and defuzzified to
provide an enhanced output image in the gray-scale domain. There are three main stages for any fuzzy
image processing algorithm: image fuzzification, membership value modification and defuzzification.
The merit of fuzzy image enhancement lies in the middle step of the membership value modification.
The block diagram describing the main stages of fuzzy image processing is displayed in Fig. 4 below.

Figure 4: The proposed fuzzy image enhancement model

Membership plane is considered as the main part of fuzzy image processing, where the member-
ship degree refers to the degree of belongingness of any pixel to an image. Fuzzification process is the
transformation of the intensity crisp value of a pixel to a membership degree using a specific function.
Appropriate fuzzy methods are selected to perform modification of membership values based on user
requirements. In this paper, an intensification operator is used for IR image enhancement. Hence,
the membership values are treated with an intensifier [30]. Firstly, the membership degree of each
pixel is calculated using a selected membership function. This is followed by the modification process,
which transforms the degree of membership values above 0.5 to much higher degrees and the degree
of membership values less than 0.5 to much lower degrees to achieve a better contrast in the image.
The membership function value is defined as μ(i, j) [31–34].
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3.3 Image Enhancement Benchmark Models

Image enhancement is implemented by different models. The first model is based on a CNN. The
second model is based on a pre-trained ResNet. The third model is based on the interpolation function
in OpenCV Python library.

3.3.1 Deep Learning Benchmark Models

Deep learning is involved in several image processing applications. This paper covers the CNN-
based image fusion. In addition, it presents two enhancement models based on deep learning. The first
one is based on ResNet. It consists of two pairs of convolutional (Conv.) and Batch Normalization
(BN) layers. In addition, a Rectified Linear Unit (ReLU) activation function is implemented after the
first pair, while an addition function is performed after the second pair. An addition is carried out
between both the original image and the feature map generated from the sequence. Fig. 5 shows the
enhancement model based on ResNet.

Figure 5: Image enhancement benchmark model based on ResNet

The second benchmark model is based on a CNN. It consists of three convolutional layers to
enlarge the input image. The model consists of two main stages. The first stage is performed to prepare
the input images in order to be suitable for the nature of the deep learning model. In this stage, the RGB
color image representation is adopted. In addition, the RGB images are transformed into tensors to
be enrolled into the deep learning model. Fig. 6 shows the sequence of layers performed in this model.

Figure 6: Image enhancement benchmark model based on a CNN

3.3.2 Benchmark Model Based on Interpolation

Another benchmark model is based on interpolation. The interpolation process is performed to
upscale the input image. In this case, the input image is represented as the fused image. In order to
understand the necessity of the interpolation process, the relationship between the fused image and
the required high-resolution image can be represented as:

g = Df + v (8)

where g, f, D, and v represent the fused image, the high-resolution image, the decimation matrix, and
the noise, respectively.

The matrix D is defined as:

D = D1 ⊗ D1 (9)
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where ⊗ refers to a Kronecker product operation [35] with:

D1 = 1
2

⎡
⎢⎢⎣

1 1 0 0 · · · 0 0
0 0 1 1 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 1 1

⎤
⎥⎥⎦ (10)

Fig. 7 shows how a low-resolution image is related to the high-resolution imaged through the
explained decimation model that needs to be inverted in order to acquire the required high-resolution
image.

Figure 7: Proposed image enhancement model based on interpolation

4 Simulation Experiments

Several experiments have been conducted to assess the suggested image enhancement and fusion
framework. Different evaluation metrics are adopted in the assessment process [36,37]. These metrics
include entropy to represent the amount of information in the fusion results, in addition to average
gradient, contrast and edge intensity to reflect the edge details in images.

4.1 Dataset Description

The proposed models have been carried out on a part of the IRIS thermal visible face dataset
(TRIS-TVFD) [38]. This dataset includes poses of expressions. The selected images belong to the first
expression of a single person. The visible images are collected by Panasonic WV-CP234 sensor, while
the IR images are collected by Raytheon Palm-IR-Pro sensor. Fig. 8 shows the selected visible and IR
images.

(a) Visible images 

(b) IR images

Figure 8: Samples of visible and IR image datasets
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4.2 Simulation Results

For simulation experiments, a local machine with Intel core i7 8th edition CPU, 16 GB DDR5
RAM and 4GB DDR5 GPU with CUDA has been used. This paper introduces two main contributions
in image fusion and image enhancement. The first contribution is a deep learning model for image
fusion. The second contribution is selecting an efficient technique for image enhancement. Tabs. 1
and 2 show the quality metrics of visible and IR images. Although the visible images have high values
of entropy, the IR images have high values for other quality metrics such as contrast, edge intensity
and average gradient. So, the fused images are expected to have the advantages of both types of images.

Table 1: Quality metrics of visible images

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.4993 0.5455 0.6058 0.6256 0.6369 0.6437
Edge intensity 30.6819 35.9218 38.5243 38.7900 38.8297 38.8387
Entropy 7 7 7 7 7 7
Average gradient 3.1882 3.6489 3.8624 3.8716 3.8732 3.8736

Table 2: Quality metrics of IR images

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.9776 0.9682 0.9803 0.9751 0.9684 0.9695
Edge intensity 89.7657 83.0753 79.3130 78.5465 78.6558 78.8585
Entropy 4 4 4 4 4 4
Average gradient 8.5763 7.9739 7.6336 7.5678 7.5759 7.5882

4.2.1 Results of Image Fusion

Fig. 9 shows the obtained images from the image fusion process. Tab. 3 shows the evaluation
metrics of the fused images. It can be observed that the fused images combine high entropy from
visible images and high contrast, edge intensity and average gradient from IR images. In addition,
the fused images score a measurement of enhancement (EME) in the range of 15 to 18. So, the fused
images reveal a considerable enhancement for both visible and IR images.

Figure 9: Fused images using deep learning
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Table 3: Quality metrics of fused images

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.7656 0.7224 0.7470 0.7567 0.8064 0.8052
Edge intensity 57.5001 56.206 55.8283 55.6551 56.6229 56.8730
Entropy 7 7 7 7 7 7
Average gradient 5.54603 5.419 5.3777 5.3623 5.4588 5.4793
EME 16.64539 15.54766 15.36652 16.09842 18.7631 18.44208

4.2.2 Results of Image Enhancement

This section presents the results of different image enhancement techniques including fuzzy logic,
CNN, ResNet, and interpolation models. The proposed image enhancement models are carried out
on the fused images obtained with the proposed image fusion technique. The proposed models are
evaluated in order to achieve an optimal performance based on the evaluation metrics. The aim is to
obtain a high performance in terms of entropy, contrast, edge intensity, average gradient and EME.
Fig. 10 shows the images, which result from each enhancement model. In addition, Tabs. 4–7 show the
simulation results of each enhancement model. The simulation results reveal that the proposed fuzzy
logic enhancement model has a superior performance. The proposed fuzzy logic image enhancement
model achieves an average EME value of 30, which is a high value compared with the other EME
values of CNN, ResNet and interpolation models.

(c) Enhancement of fused images using ResNet.

(a) Enhancement of fused images using fuzzy logic.

(b) Enhancement of fused images using CNN.

(d) Enhancement of fused images using interpolation.

Figure 10: Images resulting from each enhancement model
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Table 4: Quality metrics of enhanced images based on fuzzy logic

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.9458 0.9357 0.9561 0.9548 0.9691 0.9696
Edge intensity 90.8577 93.5528 96.9116 95.4729 93.0612 93.8710
Entropy 7 7 8 7 7 7
Average gradient 8.67740 8.9251 9.2037 9.0689 8.8395 8.9142
EME 28.95886 28.99249 30.68904 30.45498 33.68213 33.37140

Table 5: Quality metrics of enhanced images based on CNN

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.6826 0.7130 0.7092 0.6392 0.6625 0.6748
Edge intensity 56.9894 56.5766 57.1255 55.0496 54.1555 54.2197
Entropy 7 7 7 7 7 7
Average gradient 5.5206 5.426 5.5611 5.3328 5.2457 5.2544
EME 14.19053 14.65736 14.67437 13.24740 12.8365 13.71884

Table 6: Quality metrics of enhanced images based on ResNet

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.8071 0.7827 0.7610 0.7210 0.7792 0.8081
Edge intensity 55.4584 54.1746 53.9137 55.6464 53.0078 54.9567
Entropy 2.5 2.6 2.6 2.57 2.57 2.57
Average gradient 5.2741 5.1848 5.1070 5.2734 5.1039 5.2092
EME 16.3224 14.60077 13.55203 14.11655 14.2093 15.43813

Table 7: Quality metrics of enhanced images based on interpolation

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.7351 0.6853 0.7102 0.7179 0.7660 0.7634
Edge intensity 46.2368 45.5861 45.2091 45.1612 45.9436 46.0907
Entropy 2.57 2.57 2.57 2.57 2.57 2.57
Average gradient 4.2323 4.1660 4.1284 4.1234 4.1952 4.2098
EME 13.18903 12.29305 12.10548 12.46011 14.31898 14.11047

4.2.3 Results of Simple Enhancement Models

To highlight the performance of the proposed robotic vision system, we deployed simple enhance-
ment models including median filter and histogram equalization. This deployment is carried out to
clarify the importance of using fuzzy logic enhancement rather than the existing simple models. Tabs. 8
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and 9 illustrate the quality assessment metrics of median filter and histogram equalization, respectively.
We can observe that the fuzzy logic image enhancement model achieves a high performance compared
to those of the existing models including median filter and histogram equalization in terms of quality
assessment metrics. So, it can be considered as an efficient enhancement model for IR and visible
robotic vision.

Table 8: Quality metrics of enhanced images based on median filter

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.9 0.8229 0.8469 0.849 0.8683 0.8550
Edge intensity 88.54 89.19 89.17 89.4153 89.068 88.147
Entropy 5.94 5.87 5.8 5.867 5.8732 5.8752
Average gradient 8.6 9.02 9.06 9.0974 9.0788 8.9725
EME 21.29 23.26 22.993 23.1927 23.596 23.46162

Table 9: Quality metrics of enhanced images based on histogram equalization

Quality metric Case_1 Case_2 Case_3 Case_4 Case_5 Case_6

Contrast 0.7508 0.6966 0.724 0.7334 0.7817 0.779
Edge intensity 49.539 48.69 48.28 48.267 49.08 49.33
Entropy 7.2492 7.206 7.158 7.13 7.155 7.15
Average gradient 4.5815 4.496 4.45 4.4551 4.53 4.55
EME 13.978 12.94 12.82 13.308 15.31 15.04

5 Result Discussion

This paper presented a computer vision system for efficient robotic vision. The proposed frame-
work comprises image fusion and image enhancement. It begins with image fusion in the first stage.
Moreover, the image enhancement stage can be implemented with different enhancement models.
This stage could be built with fuzzy logic, CNN, ResNet or interpolation. In order to evaluate these
models, we used various quality evaluation metrics. The main evaluation metric used is the EME.
This quality evaluation metric indicates the amount of enhancement in the image. Fig. 11 shows a
visual comparison between the proposed fuzzy logic model, CNN, ResNet and interpolation models.
Furthermore, it includes a comparison with and without enhancement. The comparison reveals that
the proposed framework based on deep learning image fusion with fuzzy logic enhancement achieves
EME values of 28, 28. 30, 30, 33, 33 for Case_1, Case_2, Case_3, Case_4 and Case_5, respectively. To
provide more clarification on the performance of the proposed framework, it has been compared with
the works in the literature. Tab. 10 shows this comparison between the proposed framework and the
previous ones for efficient image fusion.
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Figure 11: EME comparison between the proposed models of enhancement

Table 10: Comparison between the proposed framework and the traditional works in terms of quality
metrics

Quality
metric

SWT [39] NSCT [40] PCA [41] DWT [42] Curvelet [43] Median
filter

Histogram
equalization

Deep fusion +
Fuzzy logic
(proposed)

Average
gradient

0.0683 9.8019 0.0382 0.0639 0.0902 8.79145 4.5104 8.9381

Contrast 0.7474 0.6711 0.6650 0.7443 1.1792 0.85701 0.74425 0.95518
Entropy 7.7436 7.5815 7.5646 7.7377 7.6022 5.8709 7.1477 7.16667

6 Conclusions

This paper discussed the problem of computer vision for robot devices that work on IR and visible
images. The proposed framework consists of two stages. The first stage is image fusion based on deep
learning, while the second stage is image enhancement. Different image enhancement models have been
investigated in this paper including fuzzy logic, CNN, ResNet, and image interpolation. In addition,
the proposed framework has been carried out on both IR and visible images in order to obtain high-
quality fusion results. The simulation results reveal that the proposed framework based on image fusion
and fuzzy logic image enhancement achieves an optimal image quality for robotic vision of IR scenes,
when merged with visible scenes. Furthermore, in the future work, we will investigate image fusion
with motion artifacts.
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