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Abstract: The anomaly detection of the brake operating unit (BOU) in the
brake systems on metro vehicle is critical for the safety and reliability of
the trains. On the other hand, current periodic inspection and maintenance
are unable to detect anomalies in an early stage. Also, building an accurate
and stable system for detecting anomalies is extremely difficult. Therefore,
we present an efficient model that use an ensemble of recurrent autoencoders
to accurately detect the BOU abnormalities of metro trains. This is the first
proposal to employ an ensemble deep learning technique to detect BOU
abnormalities in metro train braking systems. One of the anomalous cases
on metro vehicles is the case when the air cylinder (AC) pressures are less than
the brake cylinder (BC) pressures in certain parts where the brake pressures
increase before coming to a halt. Hence, in this work, we first extract the data
of BC and AC pressures. Then, the extracted data of BC and AC pressures
are divided into multiple subsequences that are used as an input for both
bi-directional long short-term memory (biLSTM) and bi-directional gated
recurrent unit (biGRU) autoencoders. The biLSTM and biGRU autoencoders
are trained using training dataset that only contains normal subsequences. For
detecting abnormalities from test dataset which consists of abnormal subse-
quences, the mean absolute errors (MAEs) between original subsequences and
reconstructed subsequences from both biLSTM and biGRU autoencoders are
calculated. As an ensemble step, the total error is calculated by averaging two
MAEs from biLSTM and biGRU autoencoders. The subsequence with total
error greater than a pre-defined threshold value is considered an abnormality.
We carried out the experiments using the BOU dataset on metro vehicles
in South Korea. Experimental results demonstrate that the ensemble model
shows better performance than other autoencoder-based models, which shows
the effectiveness of our ensemble model for detecting BOU anomalies on
metro trains.
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1 Introduction

A smart city (SC) is defined as a living space that requires high-tech information to improve
the quality of residents’ lifestyles and to efficiently manage the available resources such as building
activities, environments, roads, and the metro. In SC, safety engineering is a core discipline that ensures
the functioning of a system to deal with the possible failure of the system. Especially for the metro
system, the reliability of the brake system on a metro train is extremely crutial for the safety of the
train’s operation. The brake system contains a brake operation unit (BOU), an electronic control
unit (ECU), a pneumatic operating unit (POU), a mechanical brake actuator, and a friction material,
and these components communicate with each other dynamically [1,2]. The BOU is the most critical
component among all components since the anomalous behavior of the BOU might jeopardize the
trains’ ability to run reliably and safely. Therefore, it is necessary to detect BOU abnormalities as
soon as possible. One of the anomalous cases on metro vehicles is the case when the air cylinder (AC)
pressures are less than the brake cylinder (BC) pressures in certain parts where the brake pressures
increase before coming to a halt as shown in Fig. 1. However, it is very difficult to detect abnormalities
using periodic inspection and maintenance. Also, building a stable and robust system for detecting
anomalies is a very difficult task.

Figure 1: Normal and abnormal cases of the BOU data

Anomaly detection is the process of identifying anomalous data points which differ considerably
from the bulk of data points. It plays a vital role in a variety of fields such as AI safety, security,
risk management, and financial surveillance. Over the past years, deep learning approaches have been
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proven to be very effective in detecting abnormalities. Given a labeled set which contains abnormal
and normal behavior for training, supervised classification can be used for classifying a test sample as
either abnormal or normal. However, it is very hard to acquire a labeled data for abnormal behavior. As
a result, the anomaly detection model may produce an erroneous decision function if it is trained with
inadequate data samples. On the contrary, obtaining normal data samples is not difficult. Therefore,
the one-class classifier is often used for detecting abnormalities on metro trains. In one-class classifier,
only normal data samples are utilized for training a model. After training the model, the data sample
which deviates from the normality is categorized as abnormalities.

In this study, we propose a novel methodology to detect BOU abnormalities on metro trains
using an ensemble of recurrent autoencoders. First, we extract data of BC and AC pressures. Then,
extracted BC and AC pressure data are divided into multiple subsequences that are used as an input
for both bi-directional long short-term memory (biLSTM) and bi-directional gated recurrent unit
(biGRU) autoencoders. The biLSTM and biGRU autoencoders are trained using training dataset
that only contains normal subsequences. For detecting abnormalities from test dataset which consists
of abnormal subsequences, the mean absolute errors (MAEs) between original subsequences and
reconstructed subsequences from both biLSTM and biGRU autoencoders are calculated. As an
ensemble step, the total error is calculated by averaging two MAEs from biLSTM and biGRU
autoencoders. The subsequence with total error greater than a predefined threshold is considered an
anomaly. We carried out the experiments using the BOU dataset on metro vehicles in South Korea.
Experimental results demonstrate that the ensemble model outperforms other autoencoder-based
models, which shows the effectiveness of our ensemble model for detecting BOU anomalies on metro
trains. To the best of the authors’ knowledge, this work is the earliest proposal which employs an
ensemble of recurrent autoencoders for detecting abnormalities of the BOU in the brake systems on
metro vehicles. The following is a summary of our contribution to this study:

� We constructed a novel ensemble model to detect abnormalities of the BOU data on metro
trains using an ensemble of recurrent autoencoders.

� We presented a novel method that contains three steps: 1) extract BC and AC pressures from
the BOU data and divide it into subsequences, 2) train our ensemble model which consists of
biLSTM and biGRU autoencoders for our task, and 3) detect anomalies from test dataset by
computing the mean absolute error (MAE).

� We carried out an experiment using the BOU dataset on the metro vehicles in South Korea to
demonstrate the effectiveness of our proposed ensemble model.

Tab. 1 shows a list of frequently used acronyms and explanations for readers to easily look up
unfamiliar acronyms. The rest of this work is organized as follows. In Section 2, the related works are
described. In Section 3, we introduce a detailed description of our proposed method. In Section 4, the
experimental results are given. Finally, Section 5 concludes this work.

Table 1: List of frequently used acronyms and explanations

Notation Explanation

BOU Brake operation unit
AC Air cylinder
BC Brake cylinder

(Continued)
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Table 1: Continued
Notation Explanation

LSTM Long short-term memory
biLSTM Bidirectional long short-term

memory
GRU Gated recurrent unit
biGRU Bidirectional gated recurrent unit
RNN Recurrent neural network
AE Autoencoder
MAE Mean absolute error

2 Related Work

Recently, time-series anomaly detection has drawn attention in several fields including machine
learning [3–7], statistics [8–10], data mining [11–13]. Supervised, unsupervised, or semi-supervised
learning can be generally used for anomaly detection depending on whether the labeled dataset is
available or not. Supervised learning methods require labeled data samples for training the model.
However, these methods cannot detect unknown anomalies. Also, domain specialists are needed to
label the data samples since most anomaly detection datasets are unlabeled datasets. Furthermore,
manual labeling of a huge number of training dataset is a very exhasitive and cost/time-consuming
works. Therefore, in the following subsections, we present unsupervised learning methods for detecting
anomalies. Over the past few years, various unsupervised learning methods for detecting anomalies
have been introduced. These methods can be divided into two categories: 1) conventional machine
learning-based approaches and 2) deep learning-based approaches.

2.1 Traditional Machine Learning-based Methods

The data transformation technique such as Principal component analysis (PCA) for reducing the
dimension of the data [14], can be used for anomaly detection. The authors in [15] presented a method
to detect abnormalities using a PCA. In their method, the correlation matrix was used for calculating
the principal component scores. The authors in [16] presented a method which uses a kernel-PCA for
detecting novelty. First, they used the Gaussian kernel function for mapping the input data into higher
dimensional space. Then, they extracted the principal components of the data point distribution.
After that, they measured the novelties by computing the squared distance to the corresponding PCA
subspace. The authors in [17] presented the PCA-based algorithm to detect abnormalities. First, they
calculated an orthogonal distance between the data point and the PCA subspace. After that, the score
distance was computed using Mahalanobis distance. If the distance is large, the data point is considered
as an anomaly.

The distance-based techniques can be used as the unsupervised approaches for detecting anoma-
lies [18]. The authors in [19] introduced a clustering-based technique for detecting unsupervised
intrusion. First, the dataset was grouped into clusters using an incremental clustering method. After
that, these clusters were labeled as either “normal” or “attack” by calculating the ratio of total points
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and included data points. Then, they used the labeled clusters to classify new data. The authors in
[20] proposed a method which employs both a k-nearest neighbor (kNN) algorithm and a clustering
algorithm for detecting anomalies using a telemetry dataset. First, they used kNN to select a set of
data points near to normality. They regard the data points that are significantly apart from their closest
neighbors to be anomalies. Then, they applied the single linkage clustering method to the selected data
points in order to create a model. After that, they calculated the distances between the clusters and new
data points. They regard the data points with a distance greater than the threshold to be anomalies. The
authors in [21] introduced the local outlier factor (LOF) algorithm that assigns a degree of outlierness
to each item based on how separated it is from its surrounding neighborhoods. They assumed that
the data point distribution is spherical. The approach, on the other hand, cannot accurately quantify
the local density if the data point distribution is linear. The authors in [22] presented a cluster-based
local outlier factor (CBLOF) technique that uses the clustering algorithm rather than the kNN to give
the degree of being an outlier to each item. The authors in [23] introduced a novel method to detect
anomalies using the kNN. They measured the anomaly score of each data point by calculating the
distance from the data point to its k-th nearest neighbors. After that, the data point is sorted based on
its anomaly score. Then, the first n data points out of all the sorted data points were considered to be
anomalies.

The one-class support vector machine (OC-SVM) can be utilized for detecting abnormalities in
a semi-supervised or an unsupervised manner. The authors in [24] proposed a method for detecting
novelty using the unsupervised OC-SVM that is trained on the entire dataset. However, if the training
dataset contains anomalous data, the model’s decision boundary will shift toward the anomalous data.
As a result, the learned model cannot detect novelty accurately. To tackle this problem, The authors
in [25] introduced an enhanced OC-SVM model which contains the robust eta-SVM and OC-SVM.

The above-mentioned methods can be also employed for detecting abnormalities in time-series
data. The authors in [26] presented a model for detecting novelty in time-series data using OC-SVM.
In their approach, the time-delay embedding process was first used for converting time-series data
into a set of vectors [27]. They then applied OC-SVM to these vectors to finally detect anomalies. The
authors in [28] introduced a method for anomaly detection in time-series data using the meta-feature
based OC-SVM. They used PCA or singular value decomposition (SVD) algorithm for reducing the
dimension of multivariate time-series data to one-dimensional sequences. Then, they extracted six
meta-features from the one-dimensional data. Then, they applied OC-SVM to these six meta-features
to finally detect abnormalities. The authors in [29] presented a kNN-based algorithm which eliminates
noisy data from sensor signals. They first calculated the difference between the data points and the
median value of their k-th nearest neighbors. Then, they compared the differences to an appropriate
threshold value. However, it is difficult to configure a proper threshold value.

2.2 Deep Learning-based Methods

In the past few years, deep learning-based techniques have been successfully employed for the
task of time-series anomaly detection. The authors in [30] introduced a model called DeepAnT for
time-series anomaly detection in an unsupervised manner. The model consists of an anomaly detector
that calculates the anomaly score from the actual value and predicted value using the Euclidean
distance and a time- series predictor for the time-series regression problem using a convolutional
neural network (CNN). The authors in [31] introduced a novel method for detecting abnormalities



6 CMC, 2022, vol.73, no.1

using LSTM autoencoder and a two-dimensional convolutional autoencoder. In their approach, the
features were first expanded by the statistical aspect. Then, the anomaly score was calculated based
on the difference between the reconstructed features and expanded features from the autoencoder.
After that, the features were sorted based on the anomaly score. Outliers are defined as the top
5% of the feature vectors. The authors in [32] introduced a Deep Autoencoding Gaussian Mixture
Model (DAGMM) which employs both Gaussian Mixture Model (GMM) and autoencoder model.
They first used an autoencoder to obtain latent representations by reducing the dimension of input
data. After that, GMM is used for estimating the density of the representations. However, they do
not consider the temporal dependence in time-series data. The authors in [33] employed stochastic
variables that can estimate the probability distribution of time-series data to enhance the performance
of the recurrent neural network (RNN). The authors in [34] introduced a method which uses both
Variational autoencoder (VAE) and LSTM. In their method, the feedforward layer in VAE was
substituted with a LSTM layer. However, the underlying assumption in their method is that the time-
series data is linear and follows a particular statistical distribution. Because of this assumption, the
approach is inapplicable to a wide range of real-world problems. The authors in [35] introduced an
LSTM-based encoder-decoder model which is similar to seq2seq models for detecting anomalies
in time-series data. First, the model was trained for reconstructing normal time-series data. Then,
reconstruction error was used to detect anomalies. The authors in [36] proposed a method for detecting
spacecraft anomalies. The method used LSTM for predicting multivariate time-series. They detected
anomalies by calculating the prediction errors.

In this study, we focus on the anomaly detection task in a multivariate time-series data derived
from the BOU data on metro vehicles. In our proposed method, we use an RNN-based autoencoder
similar to [36]. The difference is that we use the ensemble of two different RNN-based autoencoders
to enhance the performance. Also, we use dropout as a stochastic regularization method to remove
statistical noise that frequently occurs in the BOU data of the metro trains.

3 Proposed Methods

In this section, we first describe the overall framework of our proposed ensemble method. Then,
we explain the details of each component.

The framework of our proposed ensemble method for the anomaly detection of the BOU data
is shown in Fig. 2. First, the input BC and AC signals from BOU data are standardized as a pre-
processing step (Section 3.1). Second, the pre-processed BC and AC signals from training dataset
(normal) are fed into both the biLSTM and biGRU autoencoders (Section 3.2). The reconstruction
errors (anomaly scores) from both biLSTM and biGRU autoencoder models learned from normal
BOU data are averaged and used for detecting anomalies of the abnormal BOU data (Section 3.3).

3.1 Data Pre-processing

Data standardization is normally required as a pre-processing step to create a robust machine
learning model. If data samples have a variance which is orders of magnitude larger than others or do
not follow the standard normal distribution, they may dominate the objective function. Consequently,
the machine learning model is not capable of learning from other data samples correctly. Therefore,
as our data pre-processing step, we standardized the BC and AC signals from our BOU data.
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Figure 2: Framework of our proposed ensemble model for detecting BOU anomalies

3.2 Recurrent Neural Network-based Autoencoders for Anomaly Detection
3.2.1 Long Short-Term Memory (LSTM)

LSTM is a special type of Recurrent Neural Network (RNN) that aims at solving a sequence
prediction task by allowing the network to learn order dependence. LSTM has three types of gates to
regulate information flow: an input gate, and an output gate, and a forget gate. Each gate consists of
a point-wise multiplication operation and a sigmoid activation function that produces values between
0 and 1, indicating how much of the incoming data should be allowed through. The LSTM cell can be
formulated as follows:

ft = σ(Wf · [ht−1, xt] + bf ) (1)

it = σ(Wi · [ht−1, xt] + bi) (2)

C̃t = tanh(WC · [ht−1, xt] + bC) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ot = σ(Wo· ≤ [ht−1, xt] + bo) (5)

ht = ot ∗ tanh(Ct) (6)

where W is the weight matrix, b is the bias, σ is the sigmoid activation function used in each gate
in the memory cell, tanh is the hyperbolic tangent activation function for scaling up the output of a
particular memory cell, ft, it, ot, ht, C̃t, and Ct are the forget gate, input gate, output gate, memory cell,
and new memory cell, respectively.
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3.2.2 Gated Recurrent Unit (GRU)

GRU is a type of RNN and very similar to LSTM except that it has fewer parameters. It also
has gated units like LSTM that control the information flow inside the unit. However, it doesn’t have
separate memory cells. Unlike LSTM, GRU exposes its full content since it does not have an output
gate. The standard formulation of a single GRU cell is defined as follows:

zt = σ(Wz · [ht−1, xt] + bz) (7)

rt = σ(Wz · [ht−1, xt] + br) (8)

h̃t = tanh(Wh · [rt ∗ ht−1, xt] + bh) (9)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (10)

where W is the weight matrices, b is the biases, σ is the sigmoid function, tanh is the hyperbolic tangent
function, rt, zt, xt, and ht are the reset gate, update gate, input vector, and output vector, respectively.

3.2.3 Bidirectional Recurrent Neural Network

In the traditional RNN-based architectures such as LSTM and GRU, the information can only
be passed in a forward direction. Hence, each current output depends only on all the previous inputs.
In some applications such as speech recognition and machine translation, the context information
from both previous and later time steps is required to make predictions about the current output.
Therefore, bidirectional RNN architectures (biLSTM and biGRU) were introduced for treating all
the inputs equally. It consists of forward and backward hidden states. The outputs of the two opposite
directional networks (forward and backward) are concatenated at each time step for generating the
final hidden layer that is used to generate the output layer.

3.2.4 RNN-based Autoencoder

Autoencoder is a type of artificial neural network which aims to produce an output identical to
the input. The autoencoder consists of five elements: an input layer, an output layer, an encoder, a
decoder, and a latent space. The input data are compressed into a latent code by the encoder. On the
other hand, the latent code is decompressed into the output data by the decoder. Then, the input data
are compared with the reconstructed output data to update the weights of the autoencoder via the
back-propagation method. RNN-based autoencoder is the special type of autoencoder to deal with
sequential data (e.g., time-series data) using an RNN-based architecture (LSTM or GRU). RNN-
based autoencoder is commonly used for time-series anomaly detection since it can learn data patterns
over very long sequences.

3.3 Anomaly Detection Using Ensemble of RNN-based Autoencoders

We train our biLSTM and biGRU autoencoder models using BC and AC pressure data from the
BOU dataset which consists of only normal subsequences. In the testing phase, BC and AC pressure
data from the BOU dataset that consists of both normal and abnormal subsequences which are
used as an inpit for the network. To detect anomalies from test dataset which consists of abnormal
subsequences, the mean absolute errors (MAEs) between original subsequences and reconstructed
subsequences from both biLSTM and biGRU autoencoders are calculated. As an ensemble step, the
total error is calculated by averaging two MAEs from biLSTM and biGRU autoencoders. When the
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error is greater than a certain threshold, we can consider that example an anomaly. Fig. 3 shows the
diagram of our proposed anomaly detection process.

Figure 3: Diagram of our proposed anomaly detection process

4 Experiments and Results
4.1 Dataset

We conduct the experiments on the BOU dataset which contains both normal and abnormal BOU
data on metro trains in South Korea. The operating organization is Korea Railroad Corporation
(KORAIL) and the train manufacturer is Hyundai Rotem. We used extracted Train Control and
Management System (TCMS) data from KORAIL’s 40 trains delivered in 2019. Especially, we used
the TCMS data of the BOU and ECU devices operated between Incheon and Seoul. The BOU dataset
contains normal and abnormal BOU data that were both extracted for an hour every 0.25 s. In
abnormal BOU data, train experts manually labeled the anomaly points. We use BC and AC pressure
data from the BOU data for building the anomaly detection model. In the training phase, the normal
BOU data was used for learning the normality of BC pressure data. In the testing phase, the abnormal
BOU data was used to evaluate our proposed ensemble model for verifying the effectiveness of our
proposed model in terms of anomaly detection.

4.2 Experimental Setting

In our experiment, we used Python 3.8.10 as our programming language, which is widely used
to build machine learning and deep learning models. In addition, we installed Anaconda 4.10.3
for scientific computing and large-scale data processing. Pandas 1.2.4 and NumPy 1.19.5 libraries
were used for simplifying matrix operations. We used TensorFlow 2.5.0 and Keras 2.4.3 libraries
to develop a deep learning model. Especially, using Keras library, it is easy to configure network
model since Keras provides functions such as data pre-processing and deep learning layers in block
form. Using aforementioned libraries, we designed five different recurrent autoencoder models for
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comparison: 1) long short-term memory autoencoder (LSTM-AE), 2) gated recurrent unit autoen-
coder (GRU-AE), 3) bi-directional long short-term memory autoencoder (biLSTM-AE), 4) bi-
directional gated recurrent unit autoencoder (biGRU-AE), and our proposed ensemble model which
combines biLSTM-AE and biGRU-AE. All recurrent autoencoder models use two hidden layers
where each hidden layer consists of multiple memory cells as most of the works also use two
hidden layers for detecting anomalies in different tasks. Also, during our empirical experiments, we
observed that the model with two hidden layers outperforms the model with single hidden layer and is
sufficiently enough to detect anomalies. We also tested the model with more than two layers. However,
the performance is even worse than the model with two layers due to the overfitting problem. The
extracted BC and AC data are fed in to our models in the form of sequences of length 40 using a
sliding window algorithm. We used adaptive moment estimation (Adam) as our optimizer for training
the autoencoder-based models. The initial learning rate was set to 0.0001. We trained all recurrent
autoencoder models with 32 batch sizes for 40 epochs. All experiments were carried out on a PC with
an NVIDIA GeForce RTX 3090 GPU and it took about 0.00039 s for inference of each subsequence.

4.3 Performance Measure

We use four different evaluation metrics (i.e., precision, call, F1-score, and detection accuracy) to
compare different models. The precision, recall, and F1-score can be formulated as follows:

Precision = TP
TP + FP

(11)

Recall = TP
TP + FN

(12)

F1-score = 2 × Precision × Recall
Precision + Recall

(13)

where True Positive (TP) denotes the number of examples which are correctly predicted as an anomaly
class, False Negative (FN) denotes the number of examples which are incorrectly predicted as not
belonging to an anomaly class, and False Positive (FP) denotes the number of examples which are
incorrectly predicted as an anomaly class. In addition, we defined the detection accuracy as the ratio
of correctly classified regions to the total regions as follows:

Detection accuracy = 1
|P|

|P|∑
i

Si, where Si =
{

1 if IoUi > Threshold
0 otherwise (14)

where P denotes the set of peaks from test dataset and IoU i denotes the intersection over union (IoU)
for i-th peak that can be formulated as follows:

IoUi = TPi

TPi + FPi + FNi

(15)

where TPi, FPi, and FNi are TP, FP, and FN for the region of the i-th peak. In our experiment, the
threshold for IOU is set to 0.5.

4.4 Results

The predicted anomalies using our proposed ensemble model and the labeled anomalies are
illustrated in Fig. 4. In addition, Tab. 2 shows the precision, recall, F1-score, and detection accuracy
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of four different autoencoder-based models and our proposed ensemble model. From these results,
three observations were made.

� Observation 1. Our proposed ensemble model can detect anomalies around the peak well.
� Analysis. Fig. 3 demonstrates that our proposed ensemble model can detect anomalies around

the peak well. This is because our anomaly detection model is based on both biLSTM and
biGRU models which can capture long-range correlations between BC and AC pressure data
efficiently.

� Observation 2. Bi-directional RNN-based models outperform unidirectional RNN-based
models.

� Analysis. Tab. 2 shows that bi-directional RNN-based models (biLSTM-AE and biGRU-AE)
show better performance than unidirectional RNN-based models (LSTM-AE and GRU-AE).
This is because bi-directional RNN-based models use more contextual information (both
left and right context) for prediction than unidirectional RNN-based models which use left
context only.

� Observation 3. Ensemble of biLSTM and biGRU autoencoders outperforms other models in
terms of precision, recall, F1-score, and detection accuracy.

� Analysis. Tab. 2 demonstrates that the ensemble of biLSTM and biGRU autoencoders per-
forms best among other models. This is because the ensemble model combines the strengths of
both the biLSTM and biGRU models by averaging their anomaly scores.

Figure 4: The predicted anomalies and the labeled anomalies



12 CMC, 2022, vol.73, no.1

Table 2: Precision, recall, F1-score, and detection accuracy of autoencoder-based models and our
proposed ensemble model

Model Precision Recall F1 Detection accuracy

LSTM-AE 0.7264 0.8725 0.7928 0.9114
GRU-AE 0.7238 0.7422 0.7329 0.8987
biLSTM-AE 0.7551 0.9433 0.8388 0.9620
biGRU-AE 0.7341 0.8839 0.8021 0.9367
Ensemble
(proposed)

0.7864 0.9490 0.8601 0.9747

5 Conclusions

We have introduced a novel methodology to detect BOU abnormalities on metro vehicles using
an ensemble of recurrent autoencoders. In our proposed framework, BC and AC pressure data from
the BOU data are first extracted. Then, the extracted BC and AC pressure data are divided into
subsequences that are fed into both biLSTM and biGRU autoencoders. The biLSTM and biGRU
autoencoders are trained using training dataset that only contains normal subsequences. To detect
anomalies from test dataset which consists of abnormal subsequences, the mean absolute errors
(MAEs) between original subsequences and reconstructed subsequences from both biLSTM and
biGRU autoencoders are calculated. As an ensemble step, the total error is calculated by averaging two
MAEs from biLSTM and biGRU autoencoders. When the error is greater than a certain threshold,
we can declare that example an abnormality. We carried out the experiments using the BOU dataset
on metro vehicles in South Korea. Experimental results showed that our proposed ensemble method
can detect BOU abnormalities well. Future work will include parameter optimization for investigating
the influence on different parameter settings. Also, we plan to further use the energy-efficient fault-
tolerant scheme [37] to enhance the reliability of our system and the knowledge distillation technique
[38] to reduce the size of our ensemble model and deploy it on a real-time anomaly detection system.
In addition, we plan to apply our proposed ensemble model for enhancing the performance of the
existing model [39] for the different anomaly case of BOU data.
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