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Abstract: Existing segmentation and augmentation techniques on convolu-
tional neural network (CNN) has produced remarkable progress in object
detection. However, the nominal accuracy and performance might be down-
turned with the photometric variation of images that are directly ignored
in the training process, along with the context of the individual CNN algo-
rithm. In this paper, we investigate the effect of a photometric variation
like brightness and sharpness on different CNN. We observe that random
augmentation of images weakens the performance unless the augmentation
combines the weak limits of photometric variation. Our approach has been
justified by the experimental result obtained from the PASCAL VOC 2007
dataset, with object detection CNN algorithms such as YOLOv3 (You Only
Look Once), Faster R-CNN (Region-based CNN), and SSD (Single Shot
Multibox Detector). Each CNN model shows performance loss for varying
sharpness and brightness, ranging between −80% to 80%. It was further
shown that compared to random augmentation, the augmented dataset with
weak photometric changes delivered high performance, but the photometric
augmentation range differs for each model. Concurrently, we discuss some
research questions that benefit the direction of the study. The results prove the
importance of adaptive augmentation for individual CNN model, subjecting
towards the robustness of object detection.

Keywords: Object detection; photometric variation; adaptive augmentation;
convolutional neural network

1 Introduction

The convolutional neural network is a state-of-the-art machine learning technique that is similar
to the multilayer perceptron (MLP). The research topic related to object detection based on CNN
has always been popular among researchers [1–3]. Object detection involves feature extraction and
the classification of images with multiple layers of Convolutional to find the position of the specific
object in the image, which is marked with the bounding boxes, for a visual understanding. The object
detection technique is more applicable in many intelligent applications such as surveillance [4], face
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detection [5], emotional changes [6], and many useful fields [7]. The images are often trained with
defined classes for a specific task from a large set of images. In normal situations, the training is
performed with the input images with defined image characteristics such as sharpness and brightness.
However, during the test phase, the images might be different from the training set with unpredicted
situations. In such situations, the current preprocessing might not be enough. Few kinds of research
specify the importance of the image characteristic. Bianco et al. [8] discuss the suitable color balanced
dataset to improve the accuracy of the image classification. When it comes to color balancing, some
algorithms such as the constancy algorithm and color characteristics procedure are applied. Similarly,
the other characteristics of the image, such as sharpness and brightness, have an image-enhancing
algorithm to change or maintain their consistency. Sivamani et al. [9] explain the importance of image
characteristics in the training and evaluation phase, in which both the sharpness and brightness within
the range of −75% to 75% are used to estimate the difference in the accuracy with the YOLO model.

With the collection of augmentation techniques, there is always a lack of standardization, due to
the controversy between the dataset and algorithm. Although the study explained [9] the difference
in accuracy with image characteristics for YOLO, it cannot be generalized for the other models.
Unfortunately, the researchers focused on finding a new algorithm, instead of standardizing or
balancing the dataset for the chosen model. Photometrically balanced dataset represents the image
augmented dataset with the weak index of the sharpness, brightness, or other image characteristics.
The need for explicit criteria for photometric variation is even more essential in important dataset
important datasets such as medicine, military, or nuclear areas as the severity weighs in the features
of the image. Although the augmentation is non-rigorous, we discuss the impact of a photometrically
imbalanced dataset with three CNN algorithms such as YOLOv3, Faster RCNN, and SSD. In addition
to the high accuracy claims and performance of the models, the unsuccessful result continues to
exist in a different environment [10]. The high performance proclaimed by the researcher is reversed
when applied to the public dataset [11]. Hence, the fault prediction model that sets the criterion is
exceptionally decisive on the public dataset with different image characteristics and conditions. By
acknowledging the availability of predictive models, we made an attempt to clarify the imbalance
dataset covered with different domains of techniques ranging from data mining and statistical, to
other machine learning techniques. With this clarification, even imbalanced datasets may become the
representative guidance for many models.

In this study, we concurrently investigate the image characteristics such as brightness and sharp-
ness with different CNN models in the context of object detection. We aim to ease the understanding
of the practitioner, about the adaptiveness between the algorithm and dataset and choose the
augmentation wisely. We performed our experiments with PASCAL VOC dataset [12] which includes
images of 20 classes. First, the test dataset was augmented photometrically within the range of −80%
to 80%. The test result with the original CNN model showed the dissimilar accuracy between the
models on each photometric change. By speculating the weak range, the mixture of augmentation
was grouped, to check the performance of each CNN model. With the recorded result, we discuss the
issue and reason for choosing adaptive photometric augmentation. The rest of the paper is organized
as follows: Section 2 discuss the research questions that inspired the research; Section 3 explains the
dataset and the methods used for this study; Section 4 describes the experimental analysis to support
the adaptive augmentation and Section 5 discusses the result of the analysis. Lastly, Section 6 included
conclusion of the paper with the importance of adaptive photometric augmentation in each CNN
model and the future research directions.
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2 Research Questions

The high performance of the prediction models is always presumed to depend on the feature
selection. Therefore, we direct—research area on the importance of adaptiveness between the dataset
and model, which is closely related to the performance. The objective was inspired by the following
research questions (RQ), which will be discussed later in the result.

RQ1. Without data leakage, could high performance be attained for random augmentation on
photometric change? Yu et al. [13] address the issue of the data augmentation that involves the privacy
and data leakage. There are similar studies, to improve the performance with the liable privacy over
the dataset. In case, what if the dataset only needs to focus on brighter images, and the augmented
dataset contains the darker images?

RQ2. How effective is the random augmentation related to cost, size and time? Many researches
are underway to compensate the loss from random augmentation [14]. Regardless, can the AI model
deliver high performance?

RQ3. Is it reasonable to use the same photometric augmentation index for all the datasets,
irrespective of CNN algorithms? Will the performance level retain?

RQ4. What if the model shows poor performance in safety-related industries like health care,
biometric or national defense? The photometric characteristics are sensitive in such a field, which
requires high importance to the respective models. However, it can be seen that augmentations are
feature-oriented, instead of limit-oriented augmentation on selected features.

3 Methods and Materials
3.1 Dataset

In this study, we used the PASCAL dataset with a wide range of data organized from 2005.
PASCAL VOC challenge has set a benchmark with its object recognition and detection, which affirms
the standardization of the dataset. The dataset consists of the following two principal challenges: image
classification and object detection. In addition to this, it also has pixel-level segmentation that can
detect the hand, feet, and head of the image. It also indicates the reason that it provides plug-and-play
training methods and retains the state of art each year. Therefore, we chose this dataset for our study.

Furthermore, there is a mixture of images with different brightness and sharpness indexes that can
facilitate detailed research on our proposed concept. Figs. 1a and 1b show the sharpness and brightness
index of the total image in the PASCAL dataset. With the normal index of the image being 0.5, the
sharpness increases with an index greater than 0.5 and decreases to blurriness with an index less than
0.5. Similarly, the normal index of sharpness is 0, while an increasing index value shows the sharpness
increase and an index less than 0 shows the sharpness decrease. As can be seen from Fig. 1, the images
have a different level of brightness, while the sharpness of the images is relatively stable on a negative
scale but contains a variety of images on the positive scale.
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Figure 1: Histogram plot for number of images on (a) Brightness index and (b) Sharpness index

3.2 Photometric Characteristics
Most of the researchers focus on the balancing dataset related to class or feature, to avoid the

overfitting of the model but neglect the balancing of the image characteristics. The texture of the image
with some variations such as light, color, temperature, brightness, etc., has always been a focus for
image recognition [15]. Color and texture information can be combined in several ways. The influence
of sharpness and brightness needs to be considered seriously, as they can be linked to more important
fields, such as medicine, security, and face recognition. The edge detection technique [16] also features
the response to the characteristic changes in brightness, color, and texture of the image. There are
parallel, sequential and integrative approaches that represent the color and texture analysis [17].
Sapkale et al. [18] explains the effectiveness of various combinations of color and texture in the image
classification, which performed very poorly with changes in the illuminant. This was also confirmed
again by Cusano et al. [19]. To successfully highlight the image characteristic in object detection, the
descriptors need to be robust with the change in various images. Ye et al. [20] explores the prediction
of a visible image with varying brightness with CNN application. Pixel-based colors are ranked to
determine the correlation measure related to the sensitivity of illumination changes [21]. Cusano et al.
[22] proposed a descriptor that measures the local contrast: a property that is less sensitive than the
color itself to variations in the color of the illuminant. There are a few more strategies related to the
importance of image characteristics, such as color texture recognition with Gabor filters and discrete
Fourier transform. Ke et al. [23] also investigated the quality assurance model and the enhancement
of images using the machine learning approach. Object recognition with a CNN model can also be
executed with Fisher Vectors according to the pool features [24]. Unless a complex combination is
used, the CNN approach will outperform the traditional method [25].

Sharpness is a significant entity that determines the feature of the object in the image using image
edges and can also be measured by edge response. Few of the techniques used to measure the sharpness
include the rise distance technique, frequency domains, and the modulation transfer function. The rise
distance technique calculates the sharpness with the distance of pixel-level that ranges from 10% to
90%, hence named 10%–90% rise distance [25].

Usually, the rise distance calculation is not easy due to the consideration of the individual
components of the camera such as the software, lens, and digital sensor. Therefore, the sharpness is
measured in the frequency domain. Inevitably, the Fourier transform is associated with the frequency
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domain, where Eq. (1) represents the Fourier of the output transformation and Eq. (2) represents the
spatial domain of the input image.

F (x) =
∫ ∞

−∞
f (t)e−iωtdt (1)

f (t) = 1
2π

∫ ∞

−∞
F (ω) eiωtdω (2)

where

f = Frequency;

t = time;

ω = 2πf .

Brightness is the visual attribute that serves as visual stimuli that appear to be intense or dim
[26]. Brightness is also widely represented as Luminance, which is represented in the ITU-R BT.601
standard as equated in (3)

Y

‘

= 0.299r + 0.587g + 0.114b (3)

where r, g, and b are stimulus RGB coordinates.

From the above explanation, it is evident that brightness and sharpness are important image
characteristics that affect the visual impact. To obtain a more accurate result, a more balanced
dataset, including the feasible image characteristics, is required. Therefore, we explored this domain to
compare the CNN models with different ranges of image characteristics to identify the suitable image
characteristic range for each model.

3.3 YOLOv3
YOLOv3 is a widely used object detector that was advanced from You Only Look Once (YOLO).

In 2015, YOLO was the first introduction that offered high and fast accuracy on the PASCAL VOC
database. The object detection delivers the bounding boxes and class probability with confidence levels.
Although YOLO has a high demand for object detection with fast and accurate results, it fails to detect
multiple objects in close range, thereby resulting in low accuracy in a specific situation. To solve this,
YOLO 9000 was proposed to adapt object detection for overlapping objects. However, there was a
downfall in speed and accuracy. To solve these issues, YOLOv3 [27] was introduced with better speed
and accuracy. YOLOv3 was proven to have an advantage in speed and accuracy compared to the
previous version.

3.4 Faster RCNN
Faster R-CNN was mainly proposed for object detection [28], provided with the detected

bounding boxes and the corresponding class labels. The whole process is divided into two phases:
region proposal network and image classification. The input image is generated into 2D feature map
with the first 2D ConvNet, while a second 2D ConvNet generates the set of class diagnostic region
proposals that consist of bounding box coordinates mapped with each pixel location of the feature
map. The boundaries are marked with respect to the anchor boxes. Next, the features in the region are
pooled to the RoI polling [29]. DNN classifiers predict the class probabilities and detection boundaries
for each class. Faster R-CNN has extended to localization, along with object detection [30–32].
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3.5 SSD
Single shot multibox detector (SSD) [33] is also considered as one of the major object detection

algorithms with significant performance accuracy. All the CNN layers are utilized efficiently to detect
the object, and finally, the result of each layer is merged. Finally, the non-maximum suppression
(NMS) suppresses the detection box. In contrast to RCNN, SSD does not require a two-stage
algorithm or region proposal network. SSD detects the objects from feature maps on each layer.
Therefore, SSD provides high-speed detection. The only disadvantage of SSD is the limitation in
object detection. SSD was built based on the VGG16 [34] network; therefore, each layer in the feature
map detects the objects independently. This neglects the small object due to the lack of information
that is not shared among the layers [35]. The challenging task is to solve this issue that including the
replacement of VGGNet with ResNet [36,37], resulting in a poor accuracy rate.

4 Experimental Analysis

The overall experiment involves the performance analysis of object detection with photometric
variation with the YOLOv3, Faster RCNN, and SSD models. According to the research review, the
accuracy detection is different for each model, which also includes various augmentation techniques.
Here, the PASCAL VOC 2007 test dataset with 4952 images was characteristically adjusted between
80% to −80% with an interval of 20. In other words, one image was converted to seven images with
multiple photometric variations, which produced 34664 images in total. All the images were tested
with the pre-trained model to test the adjusted image with sharpness and brightness. Firstly, a single
test image was tested on all three models, as represented in Fig. 2, which explains the difference in the
model with their respective object detection with an image from the dataset. The original image was
annotated with eight objects, while Faster RCNN, YOLO, and SSD can detect seven, four, and three
objects, respectively, which shows the accuracy.

Variation result implies that the photometric changes will naturally affect the prediction accuracy.
Similarly, the sharpness and brightness of the test images were adjusted in the range of −80 and 80,
and the detected results for each model are tabulated in Tabs. S1 and S2 respectively. Both of the
tables explain the difference in the detected objects between the models. Comparisons of the number
of detected objects for the adjusted sharpness and brightness are shown in Figs. 3a and 3b, respectively.
From Fig. 3b and Tab. S2, it can be identified that the detection accuracy increases with brightness,
yet each model gives its best output at a different range of brightness. This is more evident with
varying sharpness, where Faster RCNN can give high accuracy with original and −20% sharpness,
but YOLOv3 and SSD show a sharp contrast of accuracy declination for the same range, as shown in
Fig. 3a and Tab. S1. Compared to the brightness, the adjusted sharpness images are more reliable with
increment, but the sharpness reveals less detection or a failure to recognize the objects. This indicates
that the training dataset lacks a balanced dataset that can detect the varying image characteristics. It
also indicates that the model created with the original dataset will face a low accuracy rate when tested
with images of low brightness and sharpness.
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Figure 2: List of detected objects with original and other CNN models

Figure 3: Comparison of the number of detected objects with (a) adjusted sharpness and (b) adjusted
brightness among between Faster RCNN, YOLOv3, and SSD (one image)

Apparently, the difference in one image cannot justify or generalize the decision on the importance
of photometric change in object detection. Figs. 4 and 5 show the object detection of three images
with different backgrounds for three object detection models at a different range of brightness and
sharpness, respectively. The number of detected objects differs from the original detection with varying
image characteristics. In other words, the accuracy is reduced for each limit of brightness. In contrast
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to the previous results from Figs. 4 and 5, Faster RCNN shows very low accuracy because of the false
positive results. This shows the importance of the image characteristics in the object detection models.
In comparison to the brightness, the varying sharpness does not show a major accuracy loss in object
detection. It should be noted that few false-negative results were detected, indicating that the increasing
sharpness might also decrease the overall accuracy rate.

Figure 4: Result of object detection with varying image sharpness for SSD, YOLOv3, and Faster
RCNN models
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Figure 5: Result of object detection with varying image brightness for SSD, YOLOv3, and Faster
RCNN models
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Fig. 6 shows the precision-recall curve for all the classes for the three models (SSD, YOLOv3,
and FasterRCNN) within the brightness range of −80% and 80%. The images of the test dataset were
augmented individually with the respective photometric variation and evaluated with their respective
models. The overall accuracy for each CNN model decreased with the change in the photometric
variation. The situation made it difficult to select the augmentation range for brightness or sharpness.
Therefore, we checked the mAP result of the individual classes from the PASCAL dataset.
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Figure 6: (Continued)
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Figure 6: Precision × recall curve result for the 20 classes in PASCAL VOC 2007 dataset with varying
brightness

From Figs. 7–9, it can be seen that the difference(�) of the brightness percentage between the
original and photometrically augmented model is high with −80% and 80% brightness of YOLOv3
and SSD, while F-RCNN showed less precision with −80%, 80%, and −40%. Similarly, the precision
decreased with −40% and −80% sharpness. Considering these results, we selected four different
training schemes to evaluate the three CNN models. Apart from original and random augmentation,
the following augmentation groups were used for evaluation:

• Augmented Dataset (Brightness: 80%)
• Augmented Dataset (Brightness: −40%)
• Augmented Dataset (Brightness: 80% + Sharpness: −40%)
• Augmented Dataset (Brightness: −40% + Sharpness: −40%)

The results across the three groups are tabulated in Tab. 1. It can be seen that the photometrically
balanced dataset for the respective models improved their accuracy, compared with the original model.
All groups show improvement in the precision calculation, but the key is identifying the adaptive
augmentation for both dataset and CNN model. Indeed, the random augmentation yields high
performance compared to the original dataset. However, the adaptive augmentation can produce
higher performance with less cost, time and memory. In group three, the accuracy significantly
increased from 57.72% to 68.80% for the F-RCNN model, but group three did not have the highest
accuracy for the SSD and YOLO models. SSD showed high precision with group five and the YOLO
model showed high precision with group four. The results show that the adaptive augmentation
range for each image characteristic will create a photometrically balanced dataset to improve the
performance of the object detection, irrespective of the model or random augmentation.
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Figure 7: Mean Average Precision result for 20 classes in PASCAL VOC dataset for YOLOv3 model
with varying levels of brightness

Figure 8: Mean Average Precision result for 20 classes in PASCAL VOC dataset for Faster R-CNN
model with varying levels of brightness
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Figure 9: Mean Average Precision result for 20 classes in PASCAL VOC dataset for SSD model with
varying levels of brightness

Table 1: Accuracy of trained models with different groups. Orig stands for the Original Dataset with
augmentation and Aug stands for the augmented dataset, while B is the Brightness range and S is the
Sharpness range of the image

Group (Dataset) mAP (%)

SSD YOLO F-RCNN

Orig 56.99 59.58 57.72
Random Aug 64.12 66.33 63.42
Aug (B: −80%) 69.88 64.24 63.90
Aug (B: −40%) 64.12 63.12 64.42
Aug (B: −80% + S:
−40%)

63.44 68.35 68.80

Aug (B: −40% +S:
−40%)

64.32 69.55 66.93

5 Discussion

We here showed that object detection with photometric variation suffers severe performance
impairments based on CNN models. The accuracy rates of each model with different levels of
sharpness and brightness are shown in Figs. 5 and 6, respectively. The accuracy result shows that a
photometrically balanced dataset needs to be created with respect to the model. Most researchers
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stipulate the importance of selecting the best CNN method for object detection. Our study did not
focus on the selection of a CNN algorithm by comparing the results with accuracy. Instead, we
discussed the difference between the model accuracy related to its characteristics, which might help
in identifying the perfect range of augmentation to create a balanced dataset. To date, there are only
a few researchers that focus on image characteristics such as color balancing [8] and hue difference
[22], especially in image classification. However, in the object detection method, the focus on image
characteristics has been neglected.

Compared to the sharpness characteristic, the loss is high with varying brightness. Therefore, the
brightness-adjusted images were taken into consideration for a detailed explanation that includes all
20 classes from the PASCAL VOC dataset within the range of −80% and 80% for the SSD model. To
the best of our knowledge, the image characteristic has not been considered for the evaluation of the
dataset. Each class produces different mAP results with different image characteristics for the same
SSD model, assuring the importance of the image characteristics.

Performance comparison of the evaluation dataset with and without the test cases has given a
detailed knowledge and importance towards the preparation of the dataset. Research questions that
motivated the study are explained with the experimental result.

RQ1: Can the random augmentation on photometric change yield high performance?

We compared the images with photometric variation across different CNN models as shown
in Figs. 4 and 5. The result shows that the performance of Faster RCNN drops more than YOLO
and SSD with the change in brightness and sharpness. Cubuk et al. [38] mentioned that the random
augmentation increases the performance to 1.0%–1.3%, while our adaptive augmentation can increase
the performance to 10%–12%. Although the compared datasets are different, the result shows a
satisfying performance with adaptive augmentation. Also, from Tab. 1, we can see that random
augmentation shows acceptable accuracy but it can be a disadvantage for a specific dataset where
the dataset mostly deals with night-time images.

RQ2. How effective is the random augmentation related to cost, size and time?

The main disadvantages of augmentation include computing cost, additional memory, and time
consumption. Tab. 1 explains that regardless of the disadvantages, random augmentation can increase
performance but is not as effective as adaptive augmentation. With the scope of the dataset, algorithm,
and its environment, the augmentation should be robust and correlative. Our proposal can greatly
reduce the cost, time and memory, compared to the existing technique of random augmentation [14].

RQ3. Is it reasonable to use the same photometric augmentation index for all the datasets, irrespective
of CNN algorithms? Will the performance level retain?

Most researchers focus on the improvement of the algorithm which results in many new image
processing algorithms to increase the performance [8,39]. Still, the same dataset cannot yield high
results on various models. Tab. 1 shows that SSD, YOLOv3 and Faster RCNN give high performance
with augmentation Aug (B: −80%), Aug (B: −40% +S: −40%) and Aug (B: 80% + S: −40%)
respectively. It reminds the necessity of adaptive augmentation to the respective dataset and the chosen
algorithm.

RQ4. What if the model shows poor performance in safety-related industries like health care,
biometric or national defense?

In recent years, pattern recognition has been involved in many high platforms such as nuclear
energy, security, and medical facilities. Machine learning algorithms are accepted, thanks to their
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advanced methods and reliability. Hence, the mismatch of the dataset and the algorithm, along with
augmentation can cause a major in high-risk areas. To emphasis the importance of the issue, the paper
compares the result of the photometrically augmented image with the actual image on different CNN
algorithms. To create a risk-free reliable environment, the dataset and algorithm need to be more
adaptive.

With the results from 4952 test dataset images on the different range of image characteristics such
as brightness and sharpness on three models, we also identify the following points:

• Image background with fewer noises is not affected by the varying image characteristics;
• The YOLOv3 and SSD models show a satisfactory result with small object detection, irrespec-

tive of varying image characteristics;
• It is inappropriate to conclude the accuracy of the test results with an imbalanced training image

with various image characteristics.

Although the review given by [40–42] shows the high accuracy of detection with the SSD and
YOLOv3 models, the result varies with the indulgence of image characteristics. Therefore, adaptive
photometric augmentation is a necessary standard for any object detection model. Regrettably, we
couldn’t establish a fixed range of photometric variation for each model. Nevertheless, the research
topic has been focused on the standardization of the dataset for the respective CNN algorithms. In this
context, we strongly propose that the preparation of the training dataset needs to be adaptive between
the dataset and the model to yield high performance.

6 Conclusion

The current progress in technology proves that the CNN algorithm is so flexible and fast in
object detection and image classification. However, the results are insignificant when there is a lack
of a balanced dataset either in a feature-based or class-based perspective. It is even more suboptimal
when the characteristic for one model does not match with the other model. In this work, we have
systematically evaluated the importance of image characteristics with a varying range of −80% to
80%. The effectiveness of the object detection for each object detection model such as Faster RCNN,
YOLOv3, and SSD cannot be completely proven with few images. Both sharpness and brightness
exhibit different results for each model with a varying range of augmented images, implying that there
is no fixed range of image characteristics.

To facilitate the performance of object detection, it was demonstrated that the adaptive photo-
metric changes can be effective by grouping the weak index of the photometric characteristics. F-
RCNN shows 68.80% with the augmented dataset with a brightness index of 80% and sharpness index
of −40%. Similarly, SSD and YOLO show better performances with the augmented dataset with
an index range of −80% brightness, and an index range of −40% brightness and −40% sharpness,
respectively. In particular, our work explores the relation between the CNN models’ robustness and
the photometric image augmentation, which provides insights on improving performance. For future
work, we would like to verify the result with the real application and expand our scope of features
selection and standardize the photometric range for the dataset preparation.
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Supplementary Materials

Table S1: Detected images for varying levels of sharpness for CNN models
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Table S2: Detected images for varying levels of brightness for CNN models
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