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Abstract: In recent times, the images and videos have emerged as one of
the most important information source depicting the real time scenarios.
Digital images nowadays serve as input for many applications and replacing
the manual methods due to their capabilities of 3D scene representation
in 2D plane. The capabilities of digital images along with utilization of
machine learning methodologies are showing promising accuracies in many
applications of prediction and pattern recognition. One of the application
fields pertains to detection of diseases occurring in the plants, which are
destroying the widespread fields. Traditionally the disease detection process
was done by a domain expert using manual examination and laboratory tests.
This is a tedious and time consuming process and does not suffice the accuracy
levels. This creates a room for the research in developing automation based
methods where the images captured through sensors and cameras will be
used for detection of disease and control its spreading. The digital images
captured from the field’s forms the dataset which trains the machine learning
models to predict the nature of the disease. The accuracy of these models
is greatly affected by the amount of noise and ailments present in the input
images, appropriate segmentation methodology, feature vector development
and the choice of machine learning algorithm. To ensure the high rated
performance of the designed system the research is moving in a direction to
fine tune each and every stage separately considering their dependencies on
subsequent stages. Therefore the most optimum solution can be obtained by
considering the image processing methodologies for improving the quality
of image and then applying statistical methods for feature extraction and
selection. The training vector thus developed is capable of presenting the
relationship between the feature values and the target class. In this article, a
highly accurate system model for detecting the diseases occurring in citrus
fruits using a hybrid feature development approach is proposed. The overall
improvement in terms of accuracy is measured and depicted.
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1 Introduction to Process of Plants Disease Detection

From the beginning of human evolution the dependency of humans on agriculture and its products
are persistent. The agricultural products serves to provide food and nutrition to the human race. They
are even responsible for cleaning the environment and maintain the ecological balance. The agriculture
plants are effected by number of diseases and these disease act as a source of reduction in yield. The
main work in the direction of reduction in wastage of yield is detection of plant lesions and classifying
the type of diseases. This is needed to be done in order to ensure economic growth [1]. As India is still
in the developing stage and the facts shows that it stands at sixth position in terms of Gross Domestic
Product (GDP) [2]. Indian economy depends upon agriculture. In total approximately 70% population
is earning from agriculture either directly or indirectly. Indian GDP largely depends upon Agricultural
products as it constitute 18% share in the total GDP [3]. Due to versatility in the environmental
condition, India favors the cultivation of varied varieties of horticulture products. Horticulture being
sub field of agriculture majorly focusses on fruits and vegetables. In recent times the production have
increased by approximately 35% [4]. This have been possible due to deployment of modern methods of
farming. The need to develop modern methods of agriculture is utmost priority in order to sustain large
population and to cater their needs. As Indian agricultural production is an important part of export
there is a need to maintain the quality of agricultural products so as it does not contaminate while
reaching the end user [5]. The Indian scenario poses many challenges to the farmers, poor economic
condition is being one of them. For selling their products farmers have to pass through the middleman
and storage of products is an additional burden. In order to facilitate the farmers, these challenges must
be addressed by deploying technological tools in the agriculture we require advanced technology in the
agriculture field. The modern techniques include deployment of computer-vision based methods for
monitoring and analyzing the agricultural fields remotely [6]. These computer vision based methods
prove to be an effective tool in catering the needs of farmers and resolving the issues they are facing. In
the last few decades, with the development of technology, the deployment of visual inspection systems
have taken a boom. Particularly in the field of monitoring quality of products, these methods are
particularly replacing manual efforts and the systems are turning out to be fully automated one [7].
Fig. 1 describes the evolution in the field of plant disease detection from traditional to technological
based methods. Traditionally manual inspection was done in order to label the diseased plants. Other
methods include testing the samples in laboratory and performing various indicator tests to find out
disease in the plant.

Figure 1: Evolution of methods of plant disease detection
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The process of disease detection is a multistage interconnected process as shown in Fig. 2. In order
to develop a highly efficient and accurate disease detection model, it is necessary to understand the
each process carefully and precisely. The disease detection process consist of following stages-Image
acquisition or dataset creation, Pre-processing, Lesion Segmentation, Feature extraction, Feature
Selection, Classification. This automated process is capable in terms of detecting the disease accurately,
so this have gained a lot of potential applications in replacement of traditional methods. Particularly
in case of citrus plant diseases, a number of methods that can detect fruit and leaf lesions are developed
and presented. General methods include edge based detection of lesion, watershed based segmentation
of lesion, clustering for segmentation of lesion area, saliency based color map for segmentation,
thresholding and masking based segmentation and many other similar approaches. The approach
behind all these algorithms is identical as they focus on distinguishing lesion area from rest of the
image. The sequential process of detection will be affected by the performance of each and every
stage. The fine tuning and modifications have to be done at each and every stage in order to make
the complete system efficient and accurate one. The preliminary processing of the image is done
in order to identify and separating the different sections of plant as leave sub part, fruit sub part
and stem. This can be accomplished simply by cropping the image and dividing into different sub
images [8,9].

Figure 2: Schematic of plant disease detection using machine learning

Pre-Processing stage-The very first stage in the computer based method for disease detection
is the pre-processing stage. The main goal of this stage is accomplishing contrast enhancement and
noise removal from the input images. The acquisition or capturing devices have some kind of sensors
inbuilt in them. Due to the inherent properties of sensors and other apparatus an amount of noise
is added during acquisition. The presence of noise puts constraints on the subsequent stages and
results in degraded performance of the segmentation stage and feature extraction [10]. The accuracy
of highly appropriate segmentation algorithms are governed by the amount of noise present in the
image. The main goals to be achieved by pre-processing stage are-Separation of fruit portion from
noisy background, Highlighting the contrast of fruit with respect to background, Balancing the effect
of variation in lightening conditions during image acquisition, Improving the low intensity points of
images.
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Segmentation stage-Segmentation of an image is an important phase for disease classification in
plants. The main goal is to divide the image into sub sections. The division criteria will depend upon the
type of application and image characteristics. The basic aim for segmentation is to extract Region of
Interest (ROI). The segmentation start with initial pixel selected as seed and all other similar pixels are
attached to the seed after verification of similarity criteria. Particularly for the application in disease
detection of plants the segmentation plays an important role by separating the lesion disease area from
the rest of the image. This will make the feature extraction more efficient. The separated disease part is
base to achieve classification. The task for segmenting disease portion from the image is a challenging
one. The challenges include change of color of disease, variation of color on different portions of fruit,
problems due to different lighting exposure, variation in size of diseased area, multiple fruits in one
image, scaling and origin variations, texture of lesion, processing time of segmentation algorithm [11].

Feature Extraction and Selection-Features of image are the metrics that provide information about
the image content. These are generally the numerical values of different parameters obtained from the
image intensity values. The process of calculating these numerical values is known as feature extraction.
This is one of the most important stage of disease detection. For training phase of a classifiers all the
features are merged together by some selection algorithm. This merged feature is known as feature
vector or feature codebook. The feature extraction can be done for low level features or high level
features. The choice of features totally depend upon the type of application. The low level features aims
at finding out different shapes and boundaries in an image [12]. The examples of low level detection
includes edge detection, saliency detection, key detection, saliency detection. Basically, the process of
feature extraction is the detection and isolation of particular desired features from the image. This
process aims at identifying and deriving the useful information from the image. The human eye can
extract features and process the information through neurons [13]. But in case of computer vision
algorithms they need to be trained beforehand in order to work them like human brain. Thus these
features act as input to the computer vision systems. These features are statistically correlated which
cannot be understood by humans as such [14,15]. For the development of plant disease detection
systems, this feature extraction stage follows the segmentation stage.

Classification-Classifier is the machine learning algorithms that first learns through training and
then responds to predict class label of the input being tested. From these attributes the machine
learning algorithm develops the knowledge and ability to sense the class of the testing data. The once
learned algorithm is considered as a trained model which will be used n number of times to predict the
classes and solve the problem for which the training data was provided to the algorithm [16].

2 Design of Proposed Model

The design of proposed model is accomplished through optimizing the individual stages while
targeting for highly efficient complete model on the whole.

(i) Design and Development of effective Pre-Processing stage

The proposed model is centred on a hybrid approach of spatial and morphological filtering. The
spatial high boost filter will be employed to achieve image sharpening and noise removal and the
morphological module will improvise the contrast and limit the noise. The spatial high boost filter
is an excellent option to boost the edge information through high frequency components and also is
good at preserving the minor details through low frequency components. The morphological filter is a
suitable choice for contrast enhancement as it does not introduce any over-amplification to the input
image. Based on the performance analysis of high boost and morphological filter we propose a hybrid
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model for pre-processing stage for citrus disease detection system. The development of the model is
described as follows:

Step-1: Basic processing of the image: The images acquired in the fields or collected from the
database requires basic processing based on Image operations. The images will be resized and a
standard value will be maintained for all the images. Other than resizing image cropping will be applied
in order to select the appropriate portion and removing the ambiguous details. The size of all the images
will be set to 256 × 256.

Step-2: Spatial Filtering on R G B planes: The input images are decomposed into R G B individual
planes to bring out more detailed information. These sub images are then subjected to high boost
filtering to achieve sharpening and noise removal. All the operations are directly applied on the pixel
values through a kernel element of a particular fashion supporting the conditions of second order
derivative.

For implementing a high boost filter a filter mask is needed to be applied on the image. The mask
is designed as follows:

1) Let Input Image be represented as A(m, n) with elements A(1, 1), A(1, 2) . . . A(3, 3)
2) A low pass filtered version of input image is generated by applying averaging mask and

replacing the centre pixel with the average of neighbourhood. Let it be denoted by B(m, n).

B(2, 2) = 1
9

[A(1, 1) + A(1, 2) + A(1, 3) + · · · + A(3, 3)] (1)

Let the output image be denoted by Y. The output is computed through High boost filtering which
can be obtained as

Y(m, n) = k. A(m, n) − B(m, n) (2)

Take one centre pixel and put in Eq. (2):

Y(2, 2) = k.A(2, 2) − B(2, 2) (3)

From Eq. (1), put the value of B (2, 2) in Eq. (3).

Y(2, 2) = k.A(2, 2) − 1
9

[A(1, 1) + A(1, 2) + A(1, 3) + · · · + A(3, 3)] (4)
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Further resolve Eq. (4) to achieve weights for all 2D locations.

Y(2, 2) = (k − 1
9
).A(2, 2) −

[
A(1, 1)

9
+ A(1, 2)

9
+ A(1, 3)

9
+ · · · + A(3, 3)

9

]
(5)

Develop the filter mask from Eq. (5)

w5 = 9k − 1
9

, w1, w2, w3, w4, w6, w7, w8, w9 = −1
9

(6)

The high boost filtering is applied to individual planes though the mask computed above and the
filtered sub planes are concatenated back to the original RGB (Red Green Blue plane) form. Fig. 3
shows the spatial filtering module of the proposed model. The application of high boost filtering in
individual planes is responsible for achieving overall sharpening at higher levels resulting in highlighted
edge information. The combined spatial filtered output is highly sharp, noise is removed to some extent
and the details in terms of low frequencies are preserved. The spatial filter have imparted the quality
improvement to the image which further will be processed through the morphological filter.

Figure 3: Spatial filter module

Step-3: Filtering through Morphology: The high boost filtered image Y (m, n) is then operated
through Top-bottom hat filter for contrast enhancement and minimization of noise. The sharp noise
peaks will be clipped off and the contrast is spreaded to achieve an equalised effect. A morphological
filter is applied with the help of kernel function known as structuring element.

The morphology is implemented with elementary operation which are discussed as follows:

1) Through the process of erosion the removal of certain pixels is done depending upon charac-
teristics of kernel K and is implemented as given in Eq. (7)

Y(m, n) � K = Z|(K)Z ⊆ Y(m, n) (7)
where Y(m, n) is original input image and K is the kernel or structuring element
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2) Through the process of dilation more pixels are added to the object boundaries depending
upon characteristics of kernel K and is implemented as given in Eq. (8).

Y(m, n) ⊕ K = Z|[K∧
Z ∩ I(m, n)] ⊆ Y(m, n) (8)

3) A composite operation known as Opening formed by combination of erosion in the initial
stage followed by dilation keeping the kernel element same. The resultant effect is smoothing
of contours and removal of peaks. The implementation is done as given in Eq. (9).

Y(m, n) ◦ K = (Y(m, n) � K) ⊕ K (9)

A composite operation known as Closing formed by combination of dilation in the initial stage
followed by erosion keeping the kernel element same. The resultant effect is smoothing of contours
and elimination of holes of small radii. The implementation is done as given in Eq. (10).

Y(m, n) · K = (Y(m, n) ⊕ K) � K (10)

These elementary morphological operations are combined in different manners as per the require-
ments of application under consideration. For design of pre-processing stage two filters formed by
combination of elementary morphological operations i.e., Top hat filter and Bottom hat filter is a
suitable option as it can help improvement of contrast of dark images. The formation of morphological
filter module is elaborated in Fig. 4. The top hatted version is computed by subtracting the resultant of
opening operation between original image and kernel from the original image. This solves the problems
relating to background illumination and perform enhancement of the bright objects with respect to
a dark background. The bottom hatted version is a dual filter of top hat filtering. The filtered image
is computed by subtracting the original image from the resultant obtained by performing closing of
original image with kernel. This will result in highlighting the contrast of the image for efficient lesion
segmentation. Moreover the sharp noise peaks are removed. Therefore a high quality image is obtained
at the output.

Ytop = Y(m, n) − (Y(m, n) ◦ K) (11)

Ybottom = Y(m, n) · K − Y(m, n) (12)

Yfinal = Y(m, n) + Ytop − Ybottom (13)

The Eqs. (11)–(13) represents the derivation of final resultant image using morphology.

(ii) Methodology for Lesion segmentation

The main goal of image segmentation is to extract the ROI containing the lesion area. In our
work we have implemented conventional k-means clustering approach with modification to achieve
better ROI. The limitations with conventional k-means clustering is that it cannot perform accurate
ROI extraction in case of low contrast images. In order to rule out these limitations we propose a
segmentation stage which is preceded by contrast enhancement and noise removal through efficient
design of pre-processing stage. Fig. 5 shows the propose ROI extraction stage.
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Figure 4: Morphological filter module

Figure 5: Proposed ROI extraction stage

For pre-processing stage we had used the combination of suitable spatial domain filter and
morphological filter as discussed above. For extracting ROI we have taken number of clusters as three.
So we will get three different clusters at the output and the particular cluster which is having most
appropriate ROI will be selected and followed for feature extraction stage.

This approach will provide us two outputs in the form of images; First one being the enhanced
image and second is the segmented cluster. Both of these images will act as input to the feature
extraction stage and the corresponding features will be extracted from the images [17].

(iii) Feature Vector design

Image features are the statistical attributes of the image extracted by applying mathematical
formulations. Feature extraction is an integral part of Pattern matching and computer vision fields.
The extracted features are the attributes applied to the classifier to solve classification problems. This
stage in design and development of system takes image as input and provides statistical properties as
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numerical values at the output. This is one of the major step in the design and development of disease
detection system. The feature selection stage is one which accepts images as inputs and then extract
the parameters which primitively describes the color, shape and texture of the image. The main goals
of proposed methodology are described as following:

i. The feature vector must be capable of providing the detailed statistical characteristics of the
lesion belonging to a particular disease.

ii. The feature vector must describe the relationship between the pixels belonging to the closed
confined structure of the lesion.

iii. The features are selected in a manner to ensure minimum redundancy as the redundant
information may drive the classification stage in negative performance. This will tackle
overfititng problems in machine learning models.

iv. The feature vector must possess the information about the lesion and the background so that
classifier can acquire the knowledge to make the decisions.

v. The relevance of the features need to be tested in order to reach the optimum performance.
vi. The development of handcrafted features must pass through a feature fusion methodology to

obtain a best combination of the selected features.
vii. The minimum number of features with maximum relevance ensures reduction in training time

of the classifier.

Color Feature Vector: The color is an integral property for description of images. The color values
can be represented in different ways by representing an image in different color spaces. For developing
color feature vector, we have converted the pre-processed image in different color planes like RGB, HIS
(Hue Intensity and saturation) and L∗a∗b. For each individual planes we have extracted six features
namely mean, standard deviation, variance, Skewness and kurtosis. Therefore for one color space since
there are 3 sub images, this will make feature vector size for each color space equal to 18 and we are
using 4 color planes so the final color feature vector will be of size 1 × 72 and is represented as f1.

Geometric Feature vector: The geometrical attributes of an image are the characteristics of the local
lesion area. To utilize the geometry features in an optimum manner, we have extracted the geometry
features from the segmented image containing ROI. Since the lesion spot size (diameter) varies
from disease to disease so this will lay a strong foundation for classifier knowledge acquisition. The
geometry features will statistically characterize the lesion spot and thereby gives a detailed description
of lesion spot so as to make classifier learn about the patterns belonging to a particular disease. The
size of constructed geometry feature vector is 1 × 11 and is represented by f2.

Texture Feature Vector: The texture of an image is a very powerful descriptor which provides the
arrangement of color values in spatial domain. Texture is a direct descriptor of variation in intensity
in the neighborhood of a pixel. While using this for disease detection, it plays a role in terms that
the texture of lesion is distinct as compared to background and also the texture varies from disease
to disease. Therefore texture can provide substantial information about the lesion to the classifier.
We have extracted texture features using two approaches; the conventional Gray level co-occurrence
matrix (GLCM) and Local binary patterns (LBP). The use of these LBP features will make the texture
feature vector a competent knowledge source to this classifier. The LBP features returns 59 features for
1 image making the size of vector as 1 × 59. Also we have included 4 most relevant features returned by
GLCM i.e., Contrast, Energy, Correlation and Homogeneity which will make the total size of texture
feature vector as 1 × 63 and is represented by f3.

Hybrid Feature Vector: The finalized hybrid feature vector as shown in Fig. 6, we have constructed
using simple serial feature fusion methodology as given in Eq. (14), while keeping the individual
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weights of the feature vectors as unity.

Fused Vector f = f1 ∗ w1 + f2 ∗ w2 + f3 ∗ w3 (14)

Figure 6: The proposed feature vector construction

As we have kept the individual weights as unity so Eq. (14) reduces to

Fused Vector f = f1 + f2 + f3 (15)

Therefore as per Eq. (15) combining the individual feature vectors serially will result in a hybrid
feature vector of size 1 ∗ 146 and is represented by f.

Feature Selection and optimization: In order to remove redundancy we have applied optimization
in terms of feature selection and the finalized feature vector will be presented to the classifier for
training purposes. In order to show the significance of hybrid feature approach we have developed the
test setups which will pick either of the three vectors individually and then test the classifier. Secondly
to demonstrate the importance of feature selection the test cases are drafted with different scenarios
using selection methodologies. The methodology for feature selection we have applied is Minimum
redundancy and maximum relevance algorithm [18].

This is filter based method for feature selection and specifically focus upon selecting the features
which have more relevance to the target output and minimum correlation amongst them. Therefore
it ensures maximum relevance with target class and minimum redundancy between the individual
features. It generally filter out the similar features and ensure only an appropriate number of features
is presented to the classifier. For obtaining maximum relevance features are statistically related to the
target class and the features that have maximum association with the target class are selected. The
selected features denoted by fi must have maximum mutual information with the target class ‘y’ i.e.,
MI (fi, y). The features are arranged in descending order of mutual information and top k features
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forms the selected feature vector K as given by Eq. (16).

Max D(K, y), D = MI({fi, i = 1 . . . k}, y) (16)

To ensure minimum redundancy amongst the maximum relevance features the second step
filtration is applied as per Eq. (17).

min R(k) = 1

|K|2

∑
fi fj∈K

MI(fi,fj) (17)

So the resultant will ensure that the selected features are mutually uncorrelated and strongly
correlated to the target class. We can manually select the number of features we want to use as they
are arranged in descending order of relevance. We can pick any number of features and form the final
feature vector.

Steps for mRMR are:

1) Calculate the relevance of K with respect to target variable y in terms of mutual information
using Eq. (18).

MK = 1
|K|

∑
x∈K

MI(x, y) (18)

2) Calculate redundancy of K using Eq. (19).

RK = 1

|K|2

∑
x,z∈K

MI(x, z) (19)

|K| represents number of features in K vector.

3) The step 1 and 2 are repeated multiple times to compute the mutual information for all the
feature space considering all the pairs of features possible in feature set K.

4) Compute Mutual information quotient (MIQ) for all the features by using the values computed
in step 1 and 2 as given in Eq. (19).

MIQx = Mx

Rx

(20)

5) Calculate MIQ for all the features and sort them in descending order.
6) Select the feature that is having highest MIQ and add it to the feature vector K.
7) Keep on adding the features on the basis of MIQ value and repeat till relevance is zero i.e.,

there is no association of feature with the target variable.
8) Select the top k features from the prepared feature vector K.

The feature vector thus formed will ensure the reduction in redundancy of the features and will
improve the classification accuracy.

3 Experimental Results and Discussion

The proposed model as shown in Fig. 7 evaluation is done through stage by stage metric
computation. We have used citrus disease dataset citrus disease image gallery [19]. The dataset i.e.,
citrus disease image gallery contains 1000 images of different diseases occurring in citrus fruits but we
have selected five commonly occurring diseases namely anthracnose, greening, canker, scab, Melanose
and black spot. The dataset records images of fruits as well as leaves with dimensions 100 × 150 at
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resolution of 96 dpi. A comparative evaluation of results with the existing state of the art techniques
is also carried out. The objective evaluation of Pre-processing stage will be based on calculation of
performance metrics MSE (Mean Squared Error), PSNR (Peak Signal to Noise ratio), SC (Structural
Content), AD (Average Difference), MD (Maximum Difference), NAE (Normalized Absolute Error),
NCC (Normalized Cross Correlation) [20].

Figure 7: The proposed system model

Tab. 1 demonstrates the metric values for the proposed pre-processing stage. The image thus
produced at the output of pre-processing stage which is going to be act as input for segmentation
stage must have the objects that are distinctively sharpened for accurate and crisp region of interest
extraction. Emphasizing particularly on disease detection, the bare minimum requirement is the lesion
area must possess sharp edges.

Table 1: Parameter evaluation for different citrus diseases

Parameter name Black spot Canker Greening Scab

Mean square error 179 127.6 618.5 45.3
Peak signal to noise ratio 25.6 27.0 20.21 31.56
Normalized cross
correlation

1.0 1.02 1.07 1.01

Average difference −3.0 −3.05 −7.83 −2.10
Structural content 0.94 0.95 0.81 0.95
Mean difference 105 43 117 35
Normalized absolute error 0.061 0.040 0.186 0.038
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Tab. 2 demonstrates the proposed approach testing scenarios. This is ensured by applying a high
boost filter of appropriate filter mask. The resultant high boost filtered image possess sharp object
boundaries and minimum amount of noise. Moving on further to achieve contrast improvement
morphological filter is deployed for overall image quality improvement. The outcome of proposed
algorithm shows considerable amount of improvement in the value of PSNR which is a direct indicator
of overall quality improvement at minimum amount of noise.

Table 2: Scenarios for testing proposed approach

Name Feature vector selected Feature vector size Training vs. testing +
validation ratio

Scenario 1 f1 1 ∗ 72 70:30
Scenario 2 f2 1 ∗ 11 70:30
Scenario 3 f3 1 ∗ 63 70:30
Scenario 4 Hybrid 1 ∗ 146 70:30
Scenario 5 Hybrid with mRMR 1 ∗ K 70:30

Tab. 3 defines the construction of the confusion matrix and the reference terminology nomencla-
ture for performance metrics. The performance metrics we have used for the evaluation of the proposed
methodology are listed in Tab. 4. The implementation of Feed Forward Neural Network (FFNN) in
different scenarios is done by taking a 2 Layer network with sigmoidal function working in hidden layer
and Softmax function in the output layer. The training method adopted is Scaled conjugate gradient
back propagation with single hidden layer and number of neuron in hidden layer as ‘8’.

Table 3: Classifier confusion matrix definition

Input Have the disease Does not have the disease

Have the disease (d) True positive (TP)-nd→d False Positive (FP)-nd→nd

Does not have the disease (nd) False negative (FN)- nnd→d True Negative (TN)- nnd→nd

Table 4: Performance measures for machine learning algorithms

Performance metric Evaluation function

Accuracy ACC = nd→d + nnd→nd

nd→d + nnd→nd + nnd→d + nd→nd

True positive rate/recall/sensitivity (TPR) TPR = nd→d

nd→d + nnd→nd

False positive rate (FPR) FPR = nd→nd

nd→nd + nnd→nd

Positive prediction value/precision (PPV) PPV = nd→d

nd→nd + nd→d

(Continued)
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Table 4: Continued
Performance metric Evaluation function

False negative rate (FNR) FNR = 1 − TPR

F1 score f 1 = 2 ∗ TPR ∗ PPV
TPR + PPV

Tab. 5 is depicting the values of maximum accuracy obtained with different set of classifiers. By
analyzing this table we can deduce that for this dataset FFNN is giving best results in all the variants
of feature vector. So for further analysis we will be focusing only upon FFNN.

Table 5: Maximum accuracy (% age) obtained for all diseases with different classifiers

Feature vector NB KNN SVM FFNN

Scenario 1 93.1 92.6 94.3 95.2
Scenario 2 89.1 88.6 89.6 90.9
Scenario 3 91.8 90.2 92.4 93.1
Scenario 4 94.9 94.2 95.1 97.6
Scenario 5
(proposed)

96.2 95.1 96.8 99.4

We have trained and tested the FFNN first by considering all 5 diseases together and then
individually disease vs. healthy class. As evident from Tab. 6 in multi-class testing anthracnose and
scab are having no instances of misclassification and in case of black spot the major misclassification
is towards canker. With the greening disease the major confusion is with black spot. This is due to
similar symptoms amongst the diseases.

Table 6: Confusion matrix for FFNN with all 5 diseases

Anthracnose Black spot Canker Scab Greening

Anthracnose 100%
Black spot 94% 2.4% 1.6% 2%
Canker 0.5% 99% 0.5%
Scab 100%
Greening 0.6% 1.5% 0.5% 97.4%

The performance for FFNN is shown in Tab. 7 with the values of different quality metrics
for classification process. The best accuracy is obtained for citrus canker which is one of the most
commonly occurring disease. The accuracy values with other diseases is considerably improved by
deploying the proposed scheme for system design. The design of hybrid feature vector is first tested
with different machine learning algorithms and afterwards the optimal classifier is implemented for
different disease images from dataset.
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Table 7: Performance of FFNN for five different diseases

Metric →
disease↓

Acc (%age) TPR FPR PPV FNR F1

Anthracnose 97.8 0.971 0.014 0.985 0.029 0.971
Black spot 99.10 1 0.017 0.982 0 0.997
Canker 99.4 0.988 0 1 0.012 0.997
Scab 97.2 0.971 0.029 0.971 0.029 0.971
Greening 97.2 0.985 0.041 0.957 0.015 0.974

4 Conclusion and Future Directions

The automated solutions are proposed by the number of researchers for early detection of the
disease and the classification of the disease is gaining a lot of attention by the farmers as they
require lesser human effort. In this work an approach based on the machine learning model for
disease detection in citrus fruits using a hybrid feature descriptor is developed. After conducting
an exhaustive literature survey, it has been found that the fine-tuning of input images in terms of
noise removal and contrast improvement greatly drives the accuracy of the system. The pre-processing
methodologies were lacking to improve the quality of the image and this resulted in poor segmentation
and feature extraction stage. As noise tends to alter the pixel values, so a faithful feature vector cannot
be constructed from the noise affected image. By deploying a contrast enhancement scheme in the
pre-processing stage the accuracy of the traditional k-means clustering model is corrected and is
used as a suitable model for ROI extraction. Therefore for the segmentation stage k-means clustering
method is proven to be the most optimum choice. The individual feature vector comprising individual
features are not giving promising results as compared to the obtained feature vector by hybridization
(the proposed feature vector) of feature domains. Moreover, to reduce the classifier training time,
the dimensionality and redundancy of the hybrid feature vector are optimized using the mRMR
algorithm which ensures minimum redundancy and maximum relevance characteristics of the hybrid
feature vector. The application of the feature reduction approach ensured the removal of redundancy
in the feature vector and also ensuring the relevant statistical patterns of the data belonging to a
different target disease class. The testing of four different classifiers is done using two different datasets
and five different scenarios of the feature vector. The first level selection is based on choosing the
appropriate feature scenario which resulted in a hybrid feature vector with reduced redundancy as
an outperformer. In the second level selection, four machine learning models namely NB, KNN,
SVM, and FFNN are compared and the results obtained is FFNN as a winner in terms of accuracy.
Also, we have optimized the parameters of FFNN by making variations in the number of hidden
layer neurons, training function type, and the best performance is achieved with ‘trainscg’ activation.
Besides these the classification is carried out at two levels, firstly by considering binary classification
i.e., diseased vs. non-diseased and secondly, by considering different diseases altogether for a multi-
class detection of disease. The accuracy improvement achieved with this model varies with the disease
and the range of improvement in the accuracy values w.r.t existing state-of-the-art approaches is 1%–
2%. An overall accuracy with dataset 1 for canker disease obtained is 99.4%, for scab and greening
disease is 97.2% and for anthracnose is 97.8%. The prominent system performance obtained using
the proposed approach makes it a suitable methodology for early detection and classification of citrus
diseases thereby reducing the economic losses.
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