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Abstract: The Internet has become an unavoidable trend of all things due to
the rapid growth of networking technology, smart home technology encom-
passes a variety of sectors, including intelligent transportation, allowing users
to communicate with anybody or any device at any time and from anywhere.
However, most things are different now. Background: Structured data is a
form of separated storage that slows down the rate at which everything is
connected. Data pattern matching is commonly used in data connectivity
and can help with the issues mentioned above. Aim: The present pattern
matching system is ineffective due to the heterogeneity and rapid expansion
of large IoT data. The method requires a lot of manual work and has a
poor match with real-world applications. In the modern IoT context, solving
the challenge of automatic pattern matching is complex. Methodology: A
three-layer mapping matching is proposed for heterogeneous data from the
10T, and a hierarchical pattern matching technique. The feature classification
matching, relational feature clustering matching, and mixed element matching
are all examples of feature classification matching. Through layer-by-layer
matching, the algorithm gradually narrows the matching space, improving
matching quality, reducing the number of matching between components and
the degree of manual participation, and producing a better automatic mode
matching. Results: The algorithm’s efficiency and performance are tested
using a large number of data samples, and the results show that the technique
is practical and effective. Conclusion: the proposed algorithm utilizes the
instance information of the data pattern. It deploys three-layer mapping
matching approach and mixed element matching and realizes the automatic
pattern matching of heterogeneous data which reduces the matching space
between elements in complex patterns. It improves the efficiency and accuracy
of automatic matching.
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1 Introduction

According to statistics from the Internet of Things (IoT) industry, the scale of industry reached
580 billion yuan in 2014, an increase of 18.46% year-on-year. In 2015, the global IoT market reached
USD 62.4 billion, a year-on-year increase of 29%. By 2018, the global IoT equipment market size is
expected to reach 103.6 billion USD, and the number of new IoT device accesses in 2019 will increase
from 1.691 billion in 2015 to 3.054 billion [1-5].

With the rapid development of the IoT and the gradual maturity of the IoT platform, ubiquitous
terminal equipment and facilities, such as smart sensors, mobile terminals, etc. are connected through
the IoT, and the Internet of Everything (IoE) has become an inevitable trend [6—10]. The ToT
technology that has emerged has been widely used in various fields and has produced a large number
of differences structure data. The concept of “data gravity” is proposed for comparing data, software
applications, interface services, etc. to stars, which contain their respective masses and densities [11—
14]. The quality of data continues to increase and is much larger than other “stars”, and other “stars”
will be attracted by huge gravity and centered on the data “stars”. It can be seen that the development
of processing technology for heterogeneous data in the IoT will directly affect the development of the
entire [oT technology progress [15-18].

At present, most of the heterogeneous data are stored independently and dispersedly in various
regions, forming a large number of information islands, consisting of structured data (such as
relational databases), semi-structured data such as extensible markup language (XML), hypertext
markup language (HTML) and non-structured data. Structured data such as not-only structured
query language (NoSQL) databases, pictures, videos and other forms of composition. How to
interconnect these islands of information through “two collections” has attracted people’s attention
[19,20].

Pattern matching technology plays a vital role in the process of data interconnection [21].
Although heterogeneous data in the IoT can be interconnected through the development of a unified
data interface standard, it is difficult to achieve in practical applications because it is difficult to
achieve The transformation cost of the existing massive data storage model is huge. It can be said
that the problem of data heterogeneity is inevitable. Data pattern matching technology provides a
good solution to solve the above problems [22].

Pattern matching is a construction source model and goal The process of mapping relationships
between elements in the pattern, and traditional pattern matching operations are mostly done
manually by information technology (IT) technicians. With the expansion of data scale and the
increase of pattern complexity, manual matching will consume huge manpower and material resources,
and is easy to destroy data integrity and accuracy [23]. At present, the existing research results use
element information, semantic information, data instance information and structural information to
mine the correct element mapping relationship.

The heterogenecous data conversion model of the IoT realizes fast and efficient interconnection
of heterogeneous data in the IoT. However, the manual participation in the pattern matching process
in the interconnection process is too high and the matching efficiency is low [24]. In order to solve
this problem, we first analyzed the heterogeneous IoT characteristics of the data, that is, the time
series characteristics and using this as the starting point. Through the analysis of time series data
to classify and recognize the heterogeneous data of the 10T, it provides the possibility for automatic
pattern matching [25].
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Based on the above research results, this paper proposes a hierarchical data matching algorithm
for heterogeneous data in the IoT. The proposed algorithm is based on the instance information of
the data pattern and uses three-layer mapping matching: feature classification matching, relational
feature clustering matching, and mixed element matching. It realizes the automatic pattern matching
of heterogeneous data in the IoT, reduces the matching space between elements in complex patterns,
and improves the efficiency and accuracy of automatic matching.

2 Literature Review and Problem Analysis
2.1 Literature Review

At present, the more typical and widely used matching algorithms include auto-match, Clio,
computer operations management associations (COMA), internet messagge access protocol (iMAP),
communications provider identifier (Cupid), large-scale distributed (LSD), graphical user interface
logic user engineering (GLUE), etc. Reference [26] uses pattern information such as attribute names
and data types to calculate the semantic similarity between attributes, Combine semantic similarity
and structural similarity for matching. Reference [27] uses a variety of matchers to work together
to improve the accuracy and efficiency of matching results through filtering and screening. Reference
[28] applies machine learning algorithms to achieve matching and automatically integrate the matching
results, and find 1:1 and 1:n» matches well. Reference [29] deploys the iIM AP method of pattern matching
based on data instance information is a comprehensive utilization of multiple types of information in
the pattern and simultaneously obtains the pattern between the patterns. The method of simple and
complex mapping relationship can find the match of 1:1 and 1:n very well.

2.2 Analysis

Reference [30] proposed a database pattern matching method based on entity classification,
which extracts features according to the semantic information of the data instance information,
uses the naive Bayes algorithm to classify the features, and finally performs corresponding pattern
matching on the sub-patterns. The massive and heterogeneous nature of IoT data, no matter how
standardized the database design is, the definition of its attribute names and meanings varies from
person to person. It is not advisable to use only the attribute names and other semantic information
for fuzzy classification, because this classification is only based on human understanding rather than
the essential characteristics of the source data. Reference [31] uses the statistical characteristics of the
probability distribution of the data to extract the data characteristics from another angle, and uses the
BP neural network algorithm to improve the efficiency and accuracy of pattern matching. However,
the algorithm is only for the matching between 1:1 column, and is not suitable for complex pattern
matching. As the data size continues to increase, the matching space and the number of matching
will also increase sharply, resulting in low matching efficiency. As compared with above literature,
the proposed algorithm can better solve the problem of the difficulty in automatically obtaining and
analyzing data source pattern information in real applications. By analyzing massive heterogeneous
raw data, according to the time series of IoT data characteristics classify the analyzed characteristics
to represent the pattern characteristics of the data source. Secondly, the relational feature clustering
method in the (hierarchical sequence matching attributes) HSMA algorithm is innovative, especially
for the feature clustering of the sensor data of the IoT. The impact of the difference of different data
types between the data set data. Finally, it uses a layered method to gradually reduce the matching
space, reduce the number of matching, and improve the efficiency of matching.
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3 Proposed Framework

In order to realize the intelligentization of the pattern matching of heterogeneous data (structured
data) of the IoT, we designed a pattern matching algorithm HSMA. For the input of an unknown
source data, we first compare the characteristics of time series and all types data sets are classified to
obtain sub-pattern collections. At the same time, through the previous research results from IoT field
recognition algorithm based on time-series data (IFRAT) algorithm, the domain feature information
of unknown data sources is obtained, and the corresponding domain standard set and standardized
database are initialized according to the different domains for relational feature aggregation. Class
matching is performed to establish the mapping relationship between the source data set and the target
database in various types (1st level matching). Then according to the extracted data set characteristics,
use machine learning algorithms to cluster the data sets in each sub-pattern, to further reduce the
matching space and scope, calculate the similarity between the clustering results and the corresponding
standard set data set, and establish a matching mapping (second-level matching). Finally, the elements
in the matching clusters are mixed and the similarity calculation is performed (3rd layer matching),
which produces pattern matching results between the source data and the target database. Through the
above three layers of matching, the proposed algorithm gradually reduces the matching space, reduces
the number of matches, and thus improves the matching efficiency. The overall architecture of the
proposed algorithm is shown in Fig. 1.

3.1 Source Data Normalization

There are multiple types of data in each data set. In the past, the pattern matching algorithm used
to process different types of elements in the same data set separately. There are various processing
methods. Although it can retain the characteristics of a single element, it destroys the association
between different types of elements and losing the characteristics of the entire data set. Therefore, for
the common data formats (such as values, characters, dates, etc.) in the data set, it is necessary to find a
unified data processing method to ensure the integrity of its characteristics. First, the structured data
set is regarded as a two-dimensional matrix with a row-column relationship. The difference change
result of adjacent row elements in the matrix is used as the row of the new matrix. We turn the new
matrix into a relational matrix. The difference change result is used -, 0, + means that through this
method, we replace the original content value with the relationship value, convert different types of
data into the same standard, and finally get the relationship matrix. As a standardized form of the
data set, the relationship matrix can be better ground is used for feature mining of the data set.

In order to better understand the proposed algorithm, we define some terms used in this paper.
Definition 1: Relation matrix. For any common structured data D,,,,, the difference can be done
through adjacent rows. The difference result is represented by the three symbols -, 0, +. We define this
matrix relationship matrix with M expressed.
Dll Dln DZl_Dll DZn_Dln
D,.,=|": : : : : : (D
Dml te Dnm Dml - D(m—l)l e Dnm - D(m—l)n
M=|: : : (2)
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Definition 2: Relational key pair. The key pair formed by the pairwise combination of elements in
each row of the relational matrix M.

Definition 3: Characteristic column. For any column of the relational matrix M, if and only if two
conditions are met at the same time: 1) The value type of the column element is a date type or other
data types that can be converted into a date type; 2) the column The element “+” or element “-* in the
frequency of occurrence is greater than the threshold 6 (we take 6 = 90%), such a column is called a
time series feature column. If only condition 2 is met, the column is called the main feature column.

Definition 4: Time series data. The raw data generated by loT sensors are stored in a structured
form in chronological order. Such a data set is called time series data.

3.2 Three-Layer Map Matching

This section gives a detailed description of proposed algorithm, which is divided into three layers.
The first layer is feature classification matching (time series features and data type features). The
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second layer is relational feature cluster matching. The third The layer is mixed element matching.
Based on the idea of layering, we divide the complex heterogeneous data pattern matching process
into three steps, and gradually narrow the matching space. For each step of matching, it is based on
the characteristics of the heterogeneous data of the IoT. The similarity between the source data and
the standard data, build the mapping relationship, and finally realize the automatic matching of the
heterogeneous data pattern of the IoT.

3.2.1 Feature Classification Matching

The proposed algorithm provides two classification methods in the feature classification matching
process:

1) Time series feature classification

Time series is a hallmark feature of IoT heterogeneous data, which can be used to classify IoT
heterogeneous data. First, we divide IoT heterogeneous data into three categories according to the
time series characteristics:

a) Time series data category P. All data sets containing time series feature columns belong to the
time series data category (such as sensor network sensor data).

b) Time series attribute class Q. The data set containing the main feature column belongs to the
time series data attribute class (such as sensor network monitoring object metadata), such as
related information describing time series attributes.

¢) Non-time series R. Contains data sets that have nothing to do with time series, and generally
consist of many relevant auxiliary information.

The proposed algorithm classifies the heterogeneous data of the IoT according to time series
characteristics, and finally obtains the data classification set {time series data class, time series attribute
class, non-time series class}, and the specific steps are shown in Algorithm 1.

2) Data type feature classification

In the heterogeneous IoT data, the source data collections in different fields have different data
type distribution characteristics. According to this feature, the heterogeneous IoT data is classified.
The data types are divided into five categories according to the common types of heterogeneous loT
data: Numerical value Type (value), character type (char), time type (date), character-numerical type
(char-value), character-time type (char-date). Considering that the same data may be assigned under
complex pattern matching for different data types, the mutual conversion between data types will cause
their distribution characteristics to deviate. Therefore, the conditions that can be converted between
string and numeric values are included in the data type characteristics. Use the frequency value of each
data type to construct a 5 dimensional feature vector, and then classify the heterogeneous data of the
IoT according to the feature vector:

a) Time-dominant category E. Due to the particularity of the time type, as long as the data set
containing the time type belongs to the time-dominant category.

b) Numerical-dominant category F. Data sets with significant numerical types (such as int, long,
float, double, etc.) belong to the numeric-dominant category.

¢) Character-dominant class G. Data sets with a significant proportion of character types (such
as char, varchar, nvarchar, etc.) belong to the character-oriented class.
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The proposed algorithm classifies the heterogeneous data of the IoT according to the charac-
teristics of the data type, and finally obtains the data classification set {E, F, G}, and the specific
classification process is shown in Algorithm 2.

Algorithm 1: Time series feature classification algorithm

Input: IoT heterogeneous data collection X = {x,, x, ..., x,} (structured data)
Output: Time series feature classified set {P, O, R}

1: Obtain the structured data

2: Normalize X to obtain the corresponding relationship matrix set ¥ = {M,, M,,...,.M,}
3: Traverse each column of x; Vx;, € X according to the time series feature classification
4: for each x; € X do
5: for each col belonging M, set of columns do
6: n = Column_num(M,)
Count(+) Count(—)

7: 0 < max —, —

_ i 2
8:1f 6 > 90%
9:if Col € Type.date
10: x, € P
11: else
12: x,€ Q
13: end if
14: else
15: if all the columns of x; are traversed to end
16: x;, € R
17: end if
18: end if
19: end for
20: end for

21: return {P, Q, R}

3.2.2 Feature Cluster Matching

Through the feature classification matching in Section 3.2.1, the time series feature classification
and data type feature classification are performed on the source data S and the data in the standardized
database T respectively, and the result sets obtained are collectively referred to as Sy, and T,. In this
section, we use the SOM clustering method to classify the data sets in S, and T, to further reduce the
matching space. In the clustering process, we use the relation matrix M as the feature matrix of the data
set, because the relation matrix M has the following characteristics : 1) M can convert different types
of data in the data set into a unified symbolic representation; 2) M can preserve the interrelationship
between elements, but traditional matching methods ignore this; 3) M solves the problem of elements
in complex pattern matching The problem of variable arrangement order can better represent the
characteristics of the data set. In the relationship matrix M, all items in each row are combined to
form a relationship key pair. The proposed algorithm traverses the data set to extract the relationship
key pair of the data set frequency distribution feature vector, as the data set v;, clustering feature vectors
obtained based on matching algorithm as detailed Algorithm 3.
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Algorithm 2: Data type feature classification algorithm

Input: [oT heterogeneous data collection X = {x,, x,, ..., x,} (structured data)

Output: Data type feature classified set {E, F, G}

1: Obtain the structured data

2: Standardize the data collection of all data sets x; in X’

3: Vx; € X, traversing X each column, based on distribution data type construct eigenvectors v;, to
give corresponding feature matrix V = (v, v,,...,v,)

4: for each x; € X do

5: for each col € x; do

6: Determine the number of occurrences of each data type in the statistical process in step 1
7: end for

8: Build data type feature vector v;

9: n = Column_num(x;)

10 v, < Count(“value”) Count(“char”) Count(“date”) Count(“char — value”) Count(“char — date”)'

o i XL T XL 2 ’ iy
- if Count(n“d'fite”) or Count(“ch?r — date”) £0

Zi:l ! Zi:l l

12: x, € E
13: else

. ‘ Count(“value”)  Count(“char — value”) ‘ Count(“char”)  Count(“char — date”) l
14:if T T — + T

2 2 2 2

15:x, e F
16:else x; € G
17: end if
18: end if
19: end for

20: return {E, F, G}

Algorithm 3: Feature cluster matching algorithm

Input: S, Tq,

Output: Cluster set of S, and T,

: Get the classification set in S, and T,,: S, or T,,, = {Classification,, Classification,, Classi fication,}
: dataset € {E, F, G}

: for each classification € S, do

: for each ds € dataset do

tds— M

: for each row belongs to the set of M

: Relation Key < {(—, =), (—,0), (=, +),(0,0), (0,+), (+,+)}

: Count the number of occurrences of each relationship Key

: end for

10: n < Count the total number of occurrences of all relation Key

Count(—,—) Count(—,0) Count(—,+) Count(0,0) Count(0,+) ot

YT YT DY I DY I D Y

[u—

11:v; <

(Continued)
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Algorithm 3: Continued

12: end for

13: end for

14: Obtain the eigenvector matrix V' of all datasets S, using steps 2 to 11

15: Obtain the eigenvector matrix V' of T, using steps 2 to 11

16: Cluster the eigenvectors belonging to ¥, via SOM, calculates its cluster centers (average method),
and obtains the cluster center set C = {{c), €5, ..., ¢}, {Cr15 Cpinys - - -5 €} {€0015 €41as - - -}

17: For V' to any one feature vector v;, which is calculated with the Euclidean distance from the cluster
center C similarity

18: foreach v, € V, do

19: for each ¢; € C do

20: sim(v;, ¢;)

21: end for

22: The max: sim(v,, ¢;) in v; corresponding to the data set into ¢; corresponding cluster

23: end for

24: return cluster set

In this section, we cluster all the data sets in S,, based on the feature vector extracted from the
relation matrix, and obtain the cluster set D = {d,,d,, ..., d}, by calculating the Euclidean distance.
Determine the most similar cluster set in S, for each data set in T, , so as to further reduce the
matching space. We assume and assume that each cluster in S corresponds to the only data set in T,
that is, the data set is only a 1:x relationship between.

3.2.3 Mixed Element Matching

Based on the obtained set of clusters D. Vd, € D, all d; elements are mixed together. In [32],
the algorithm for a single cluster matching elements, the method can quickly and effectively find the
clustering center in a short time, the clustering process can be completed in a short time and the process
is streamlined, and finally the matching result set R = {r, r,, ..., r;}. Considering the complexity of
the actual situation, it is difficult for us to deploy 1:1 for precise matching elements, so that Vr; € R,
we require r; that contains only a standardized data elements and ¢ source data elements (Where ¢ is
artificially set, select herein ¢ =. 1, 2, 3), these ¢ elements of source data are recommended to users as
the most similar elements, as shown in Algorithm 4.

Algorithm 4: Mixed element matching algorithm
Input: Cluster set D < {d,, d,,...,d}

Output: Matching result set R < {ry, r,,..., 1}

: Get the cluster set D

:foreach Vd, € D do

: Perform element matching

: Set the value of ¢

i< d

- end for

:Return R

~N NN B W~
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4 Experimental Analysis
4.1 Data Selector

In order to prove the feasibility and effectiveness of the proposed algorithm, we selected 30
databases from 13 different manufacturers in the household air-conditioning performance test in
the field of industrial Internet of Things appliance product testing as the source data, and used the
air-conditioning test database based on the international standard IEEE 1851 as the standardized
database (using Oracle), the data details are shown in Tab. 1.

Table 1: Source data

S. No. DataSource Number Data size (GB)
1 Sqlserver2005 15 12

2 Txlfiles 8 10

3 Access 7 9.2

We believe that there are generally two common heterogeneous forms: rank conversion and

splitting.

1) Row and column conversion. Contents that are not completely in the same column are listed
in the same column. In order to eliminate the impact of different structures on matching, we
need to perform logical row conversion on this type of column and record the corresponding
mapping relationship at the same time, as shown in the Fig. 2.

2) Split. Generally, the following merges are either string separated by special characters, or
Boolean merged directly, so find the merged field for logical splitting, and record the corre-
sponding mapping relationship at the same time, as shown in Fig. 3.

I ]
I I e N [ |
L]

Figure 2: Data conversion flow

e

Figure 3: Data splitting

4.2 Algorithms Comparison

We use different pattern matching algorithms based on data instances and database pattern
information to compare with the proposed HSMA algorithm. The detailed comparison information
is shown in Tab. 2.

1) Shrink Mobile Edge Computing (SMEC). Through naive Bayesian learning, entities are
divided into different classes, and the same class is used to match pattern elements between
sub-patterns.
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2) Sequential matrix diagonalization detection (SMDD). A neural network-based pattern match-
ing algorithm that automatically completes pattern matching by analyzing the distribution law
of the data instances contained in the pattern elements.

3) iMAP. A method that comprehensively utilizes multiple types of information in patterns to
obtain simple and complex mapping relationships between patterns at the same time. When
the matching relationship is obtained, the judgment process of each matching relationship is
saved. When the user When the final result is adjusted, the saved judgment process is provided
to the user as the basis for the user to make adjustments.

Table 2: Performance comparison of the proposed and existing algorithms

Algorithm Feature Classification Clustering Machine learning
SMEC Schema Yes No Naive bayes
SMDD Instance Yes No BP-NN

iIMAP Instance Yes No Naive bayes
Proposed Instance Yes No SOM and Ref[10]

4.3 Measured Results

In order to evaluate the matching quality of the proposed algorithm, we use three general
indicators [33] for evaluation:
1) Precision. The ratio of correct matching results among matching results.
.. T T
Precision = — = ——— 3)
P T+ F
Among them, T is the matching result that is correctly identified, P is the matching result returned
by the matching method, and F is the wrong match [34,35].

2) Recall. The ratio of correct matching results to actual matching results in matching results.
T
Recall = — 4
= @

Among them, R is the result of manual matching.
3) F1_measure. Statistics that can comprehensively evaluate the quality of matching.

F1l, .0 = 2 x Precision x Recall

(&)

Precision + Recall
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4.3.1 Self-Test of the Proposed Algorithm

1)

2)

3)

4)

Ratio/%

The matching quality of the HSMA algorithm is affected by the selection of the parameter ¢
[36,37]. By setting different values for ¢, the precision, recall and F1_measure is analyzed and
compared, and the result is shown in Fig. 4. With ¢ =1 in contrast, when ¢ > 1, the recall rate,
precision rate and comprehensiveness are improved, because the proposed algorithm cannot
guarantee accurate 1:1 matching, and the heterogeneity of the pattern leads to multiple similar
similarity results. But it is not that the larger the value of ¢, the better, the increase of ¢ will
increase the matching interference term and reduce the matching quality. When ¢ = 3, it can
be seen that the matching quality is greater than ¢ =1 but less than ¢ = 2.

The matching quality of the proposed algorithm is affected by the number of input databases.
The number of input databases will directly affect the effect of relational feature clustering.
Sufficient data will make the data features more obvious. As shown in Fig. 5, for different ¢
values, when the number of input databases is in the range of (0, 15), the matching quality
continuously improves with the increase of the number of input databases and the change is
more obvious. But when the number of input databases is greater than 15, the matching quality
increases slowly.

The time efficiency of the proposed algorithm is affected by the selection of the parameter
¢. Fig. 6 compares the influence of the number of source data on the time efficiency of the
proposed algorithm under different values of ¢. As shown in Fig. 6, the larger the ¢, the more
the greater the matching time, because the increase in the value of ¢ leads to an increase in the
number of matches in the mixed element matching process, which increases the time complexity.
When the value of ¢ is fixed, the matching time of the proposed algorithm using time series
feature classification is lower than that of using data type feature classification.

The time efficiency of the proposed algorithm is affected by the feature classification. We
randomly select 15 data sources as the input of the proposed algorithm, respectively use no
classification, time series feature classification and data type feature classification and set
different values, analyze and compare the time used for each layer of matching is shown in
Fig. 7. The selection of ¢ only affects the matching time of the mixed element matching. The
larger the value of ¢, the more time it takes for the mixed element matching process. When
the value of ¢ is fixed, the time is used matching time of the proposed algorithm for sequence
classification is relatively small.

100 100
O e=1 0O =2 @A ¢=3 F O =1 0O =2 @ ¢=3
80 80 F
60 | £ 60t
A =) L
4r & 40t
20 F 20 F
0 0
Frecision Recall Fl-measure Precision Recall F1l-measure
Evaluation Index Evaluation Index
(a) Classification based on data type (b) Classification based on time series

Figure 4: Comparison of matching quality of the proposed algorithm
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Figure 5: Comparison of data type and time series of the proposed scheme

4.3.2 Performance Comparison with Existing Algorithms

It can be seen from Section 4.3.1 that when ¢ = 2 is selected, the proposed algorithm using time
series feature classification has the highest performance, so compare it with each pattern matching
algorithm in Section 4.2. We have selected 30 heterogeneous databases as the proposed algorithm
results of the comparison are shown in Fig. 8. As shown in Fig. 8a, the matching quality of the
proposed algorithm is higher than other algorithms. Among them, the heterogeneity of the source
database and the incomplete pattern information lead to the most efficient SMEC. As shown in
Fig. 8b, because the proposed algorithm uses preprocessing and multiple clustering, the time it takes
is significantly higher than other algorithms.
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Figure 7: Comparison of matching time of the proposed algorithm
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5 Conclusion

We designed a hierarchical pattern matching algorithm. For input of unknown source data,
initialize the corresponding field standard set and standardized database according to the field to
perform feature classification and matching, and establish the source data set and standard database
data set in each category. Then extract the relationship features in the source data set and the target
database table, use the SOM clustering algorithm to cluster the data sets in each sub-pattern, and
perform similarities between the clustering results and the corresponding standard database data sets
the degree to establish a matching mapping. Finally, calculate the similarity of the mixed elements
in the matching result set to perform a single element matching. Through the above three levels of
matching, the proposed algorithm gradually reduces the matching space and reduces the number of
matches, thereby improving the quality and efficiency of matching.

In the process of relation feature cluster matching and mixed element matching, the quality of
the clustering algorithm directly determines the final matching quality and overall matching time.
Although clustering can reduce the matching space, it may also bring matching errors, resulting in
related elements not in the same class. In the future, we will try to use different machine learning
algorithms to improve the proposed algorithm, and find the best combination mode to improve
the effect of clustering. In addition, this article uses iMAP, SMDD in the experimental verification
for comparing the classic algorithms with proposed algorithm has improved the reliability of the
comparison results.
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