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Abstract: The design of microstrip antennas is a complex and time-consuming
process, especially the step of searching for the best design parameters. Mean-
while, the performance of microstrip antennas can be improved using metama-
terial, which results in a new class of antennas called metamaterial antenna.
Several parameters affect the radiation loss and quality factor of this class
of antennas, such as the antenna size. Recently, the optimal values of the
design parameters of metamaterial antennas can be predicted using machine
learning, which presents a better alternative to simulation tools and trial-
and-error processes. However, the prediction accuracy depends heavily on the
quality of the machine learning model. In this paper, and benefiting from the
current advances in deep learning, we propose a deep network architecture
to predict the bandwidth of metamaterial antenna. Experimental results show
that the proposed deep network could accurately predict the optimal values
of the antenna bandwidth with a tiny value of mean-square error (MSE). In
addition, the proposed model is compared with current competing approaches
that are based on support vector machines, multi-layer perceptron, K-nearest
neighbors, and ensemble models. The results show that the proposed model
is better than the other approaches and can predict antenna bandwidth more
accurately.

Keywords: Metamaterial antenna; deep learning; bandwidth prediction;
regression models

1 Introduction

The distinguished properties of metamaterial attracted many researchers in the past years to
exploit it in designing a special class of antennas called metamaterial antennas [1]. This metamaterial
is manufactured and engineered artificially with additional properties that the traditional antennas
usually lack. The reason behind these additional extraordinary properties of metamaterial antenna is
due to its distinguished internal structure [2]. These additional properties are obvious in improving
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the permittivity of metamaterial antennas and enhancing the way of manipulating electromagnetic
waves. In addition, these properties improved the overall capabilities of the traditional material used
in designing antennas, which encouraged researchers and industry to engage it in the manufacturing
process of modern antennas.

The process of designing antennas usually starts with calculating the dimensions of the target
antenna using mathematical equations. Then, engineers employ simulation tools to find the best values
of antenna parameters based on the input dimensions. Antenna bandwidth is one of these parameters.
Sometimes, the values of these parameters are far from the desired or expected values, in this case, the
dimensions of the simulated antenna have to be recalculated and adjusted properly [3,4]. Simulation
tools are usually used to find the optimal values of these parameters. However, this process is too slow.
On the other hand, machine learning approaches, such as the proposed approach in this paper, present
promising alternatives to the traditional approach, as they can achieve accurate parameter predictions
efficiently and in a very short time as depicted in Fig. 1.

Figure 1: The traditional and proposed design processes of metamaterial antennas

Many applications have been derived from metamaterials. These applications include ultrasensi-
tive sensors [5], wireless power transfer [6], metamaterial lens [7], and metamaterial absorber [8]. These
applications emphasize the significance of this kind of material, which attracts many researchers in
various disciplines of science. One of these disciplines is the field of engineering microstrip antennas;
in specific, metamaterial antennas, which are a special class of antennas that are based on metamaterial
to enable them efficiently propagating energy in the free space. On the other hand, the radiation loss
and quality factors of microstrip antennas are usually affected by the size of the antenna [9]. For



CMC, 2022, vol.72, no.2 2307

integrated antennas, the good efficiency and low cost represent the main target that researchers try
to realize while decreasing the antenna size. One of the main factors that help in realizing this target
is the utilization of metamaterial to improve the gain, bandwidth, directivity, and electrical field of
small-sized antennas [10].

The effect of metamaterial can be estimated using special software tools used in electromagnetic
simulation experiments [11]. One of these tools is the CST microwave studio, which is capable of
simulating complex structures. The parameters of antennas such as voltage standing wave ratio
(VSWR), gain, bandwidth, and return loss can be estimated from these simulation tools. However,
to obtain the optimal values of these parameters, researchers usually use a traditional approach based
on trial-and-error to modify/adjust antenna dimensions during the simulation process, which makes
this process time-consuming. On the other hand, machine learning offers the best alternative to predict
these parameters efficiently and in a very short time when compared with the traditional approach [12].

Machine learning is a widely spread research field that can be easily engaged with many applica-
tions in various research fields [13]. The process of building a robust model is considered the main task
of machine learning. Once a robust model is built, it can be used in predictions and taking decisions
based on the task under consideration. The main advantage of machine learning models is that they
are not programmed explicitly, but they can be trained and learned to do their tasks based on a set of
training data. Tremendous applications can benefit from the advantages of machine learning. Some of
these applications include Forecasting solar radiation [14], Robotics [15], Disease classification [16],
and Computer vision [17].

The main role of machine learning in metamaterial simulations is to replace the trial-and-error
approach with another quick and accurate approach based on one or more carefully selected machine-
learning models for predicting the proper design parameters. The prediction accuracy usually depends
on two factors. Firstly, the size of the dataset used in training the machine learning model. Secondly,
the type of machine learning model selected for training. In the literature, many approaches can be
used in training machine learning models to learn the parameters of metamaterial antennas. These
approaches include, K-nearest neighbors (KNN) [18], support vector machines (SVM) [19], decision
trees (DT) [20], and artificial neural networks (ANN) [21]. In addition, two or more machine learning
approaches can be combined to form an ensemble model, which can result in an enhanced model. From
the methods used to build these ensemble models, weighted average ensemble, bagging, boosting, and
average ensemble.

Deep learning is considered one of the most promising types of machine learning modeling
approaches [22]. Therefore, researchers in some cases define it as an upgraded version of machine
learning. This machine learning approach is widely used in the processing and analyzing data from
various domains; such as image retrieval, object detection, and image classification. On the other hand,
this approach can also be used in regression tasks. For the tasks of predicting the design parameters
of antennas, this approach is not widely addressed, as it usually requires a large dataset to be trained
efficiently and to predict design parameters accurately. However, the lack of a large dataset including
antenna design parameters is a well-known problem in the field of antenna design using machine
learning. In this case, transfer learning comes to the rescue, as it offers pre-trained models, which are
already trained on a large dataset from different domains and only need fine-tuning to match the
given task.

In this paper, we address the application of deep learning to learn the design parameters of
metamaterial antennas. In specific, we propose a deep learning network that can accurately predict
the bandwidth of metamaterial antenna. The proposed network consists of six dense layers with



2308 CMC, 2022, vol.72, no.2

rectified linear unit (ReLU) activation functions. To learn and measure the optimal weights of this deep
network, a guided whale optimization algorithm is employed. The proposed deep network is compared
with four recent machine learning models. These models are support vector machines, decision trees,
K-nearest neighbors, and average ensemble models. The conducted experiments show that the results
achieved by the proposed deep network are better than those of the other models for predicting the
bandwidth of metamaterial antenna accurately.

This paper is organized as follows. Section 2 presents the literature review. The details of the
proposed methodology are discussed in Section 3. While Section 4 presents and explains the conducted
experiments and the achieved results. Finally, the conclusions and future perspectives are presented in
Section 5.

2 Literature Review

In the literature, many areas extended the models of machine learning. These areas include Solar
energy [23], Telecommunication [24], Network security [25], Disease classification [26], and Computer
vision [27]. In addition, machine-learning models can be used for either classification or prediction of
data points without explicit programming of these tasks. In the literature, there are several algorithms
developed for building machine learning models, such as KNN, SVM, ANN, and DT. The most
common approach used in the literature for data prediction is ANN, which is inspired by the behavior
of the biological nervous system in the human brain. In addition, multi-layer perceptron (MLP) is a
type of ANN in which the network consists of multi-layers, and each layer is composed of a set of
perceptrons/neurons. MLP usually consists of three layers namely, input, hidden, and output layers.
Each layer in MLP consists of a set of artificial neurons, which are connected through a set of weights
with the next layer of neurons. During the training process of a neural network, the network weights
are adjusted properly to generalize over the validation and test sets. When the number of hidden layers
in the MLP network exceeds one, this network is called a deep neural network (DNN).

The studies in the literature that addressed the application of machine learning in general and
neural networks in specific are numerous. Authors in [28] employed neural networks to track multiple
sources and their arrival angles of a smart antenna. In addition, authors in [29] proposed an approach
based on ANN to optimize the design parameters of microstrip antennas to adjust their dimensions.
In [30], the authors presented the application of ANN to a dual ring antenna to optimize its bandwidth
by replacing the full-wave analysis with the parameter prediction using ANN. Moreover, authors in
[31] proposed an approach for predicting the impedance of a broadband antenna by training ANN
on the geometrical parameters of this antenna. It can be noted that most studies are based on the
traditional ANN and, to the best of our knowledge, there is no relevant study, in the literature, utilized
DNN for a similar task, which is considered a significant contribution of the proposed approach in
this paper.

On the other hand, support machines are considered one of the most relevant and popular
approaches in the literature used in predicting the parameters of microstrip antennas. This approach
is based on finding the optimal separating hyperplane between binary classes of a dataset. This
hyperplane is used to maximize the margin between classes and thus can decrease the classification
and prediction errors [32]. Recently, in the field of communication, SVM becomes a popular approach.
Authors in [33] applied SVM in an allocation system that targets reducing the complexity of the
required computations in the online antenna. In addition, authors in [34] trained SVM on a dataset
collected from a microwave simulator. The objective of that research was to improve the performance
of a microstrip patch antenna by predicting its feed section.
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Sometimes the performance of machine learning models, that are used separately, is not as
promising as expected. Therefore, multiple machine learning models can be integrated and employed
in a unified ensemble model to achieve better performance [35]. To realize this ensemble model, the
simplest approach is to average the outputs of the trained machine learning models to calculate the
final output. In this approach, the strength and weight of each model are equal to each other in
calculating the final output. Despite the simplicity of this approach, the achieved results are not as
promising as expected, as it deals with all the models equally. Due to this disadvantage, another
approach was developed by researchers in the literature that gives weight to each model in a smart
version of ensemble modeling. The advantage of this approach is that it gives a high weight to the
good model in the ensemble and less weight to the other fair models. Authors in [36,37] presented
grouping multiple ANNs in a unified ensemble model that is applied to a circular fractal patch antenna
to optimize its design parameters.

On the other hand, deep learning is one of the most promising approaches that becomes very
popular in almost all the fields of computer science and engineering and other related fields. This
approach is based on the notion of neural networks, but with many hidden layers. This type of machine
learning model is well prepared and has a lot of implemented libraries available for training custom
models for classifying and predicting data accurately. In the field of communication and antenna
parameters optimization, this approach is less widely spread. To the best of our knowledge, there are
very few attempts, in the literature, that use deep learning in a similar task. Authors in [38] proposed a
metasurface design method based on deep learning. The purpose of that method is to detect the inner
rules inside the unit cells of a metasurface design. In addition, authors in [39] presented the application
of deep learning in the automatic designing of metasurfaces with a wide frequency range. Therefore,
in this paper, we propose the application of this approach in predicting the bandwidth of metamaterial
antennas, which can be considered as a significant contribution to the field of designing metamaterial
antennas.

3 Proposed Methodology

In this section, the details of the proposed methodology are presented and discussed. The section
starts with presenting the dataset along with an exploratory analysis of the dataset parameters and the
preprocessing techniques applied to these parameters. In addition, the proposed deep neural network
is presented and analyzed along with the optimization algorithm employed to train the proposed deep
neural network.

The overall architecture of the proposed approach is exposed in Fig. 2. As shown in the figure, the
process starts with collecting a dataset for metamaterial antenna and recording the design parameters
using simulation tools. This dataset is usually prepared just once for training machine learning
models. As the dataset may contain invalid or null entries in some records of the design parameters,
preprocessing is an essential step that must be performed before training the proposed deep network.
After preprocessing is accomplished, the dataset becomes ready to train the deep network by splitting
this dataset into the train, validation, and test sets. Once the deep network is trained, it can be used for
predicting the optimal values of the antenna parameters; in our case, it is used to predict the bandwidth
of the metamaterial antenna.
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Figure 2: The architecture of the proposed approach

Fig. 3 depicts the Split Ring Resonator (SRR) structure, which is described by the dataset
employed in this research. The formulation of SRR consists of two rings with a gap between them.
The significance of SRR is that it helps reduce the mutual coupling of the metamaterial antenna and
improves its bandwidth [40].

Figure 3: Split-ring resonator shape
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3.1 Dataset

This research employs a dataset consisting of 10 features used to describe the design parameters
of a metamaterial antenna. This dataset is available on Kaggle [41] in a tabular form consisting
of set rows and columns. The number of rows/records in this dataset is 572, and the number of
columns/parameters is 10, namely width and height of the split ring resonator, the gap between rings,
the distance between rings, the width of the rings, the distance between antenna patch and array, the
distance between split-ring resonator cells in the array, antenna gain, voltage standing wave ratio,
bandwidth, and return loss. These parameters along with the corresponding symbols are shown in
Tab. 1. In this research, we utilized 9 of these parameters to predict the bandwidth of the metamaterial
antenna.

Table 1: Description of the metamaterial antenna parameters

# Feature Description

1 Wm Width and height of the split ring resonator
2 W0m Gap between rings
3 Dm Distance between rings
4 Tm Width of rings
5 Xa Distance between antenna patch and array
6 Ya Distance between split-ring resonator cells
7 Gain Gain of antenna
8 VSWR Antenna’s voltage standing wave ration
9 Bandwidth Antenna’s bandwidth
10 S11 Return loss

To analyze the given dataset, Fig. 4 depicts the correlation matrix that measures the correlation
among the features of the dataset. As shown in this figure, it can be noted that the correlation between
the bandwidth and both Ya and Xa is high. However, the bandwidth is less correlated with Wm and
Tm. To deeply investigate the behavior of the dataset features, Fig. 5 shows the histogram of each
feature along with the Pearson correlation coefficients that measure the linear relationship between
the dataset features. The values of these correlation coefficients range from −1 to +1; where values
closer to +1 refer to high correlation, whereas the value 0 refers to no correlation. On the other hand,
the positive values of the Pearson correlation coefficient indicate that as the values of the features on
the X-axis increase, the values of the corresponding features on the Y-axis also increase. However, the
negative correlation values indicate that when the values of the X-axis increase, the values on the Y-
axis decrease. Moreover, to study the responsibility of the dataset features for the variance, principal
component analysis (PCA) is applied. The results of this analysis showed that 17.21% of the variance
in the dataset is due to the changes in the values of the feature Ya, and 15.3% of the variance is due
to the changes that occurred in the values of W0m. In addition, 13.21% of the variance is due to the
changes in the values of the distances between rings [42].
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Figure 4: Correlation measure among the design parameters of metamaterial antenna

3.2 Data Preprocessing

To apply machine-learning techniques to the given dataset, a set of preprocessing tasks is necessary
to be applied first. The first task is to handle the null values in the dataset. This task is realized by
replacing each null value with the average of the preceding and succeeding not-null values. In addition,
the ranges of the values of the dataset features usually affect the performance of machine learning
techniques, thus the higher values of these features will dominate the calculations of machine learning
techniques and might bias the operation of machine learning to these features over other features of
small values.
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Figure 5: Histograms and Pearson coefficients of the parameters of the metamaterial antenna dataset

The second task in the preprocessing stage is to scale and normalize all the features in the dataset.
This allows machine learning to treat these features equally as they lay in the same range of values.
This task is achieved in this research by utilizing the min-max scalar to scale the features and make
them reside in the range from 0 to 1. The equation used to implement this task is presented in the
following.

Xscaled = Xval − Xmin

Xmax − Xmin

(1)

where Xval is the value that will be scaled and both Xmin and Xmax refer to the minimum and maximum
values of the corresponding feature column. The description of the dataset statistics after applying the
preprocessing steps is shown in Tab. 2. It can be seen in this table that the values of all features range
from 0 to 1; (min = 0 and max = 1). Once the tasks of the preprocessing step are completed, the dataset
becomes ready to train the proposed deep neural network.

3.3 Deep Neural Network

The proposed deep neural network consists of 6 dense layers; where each layer is fully connected
with all the neurons of the next layer. The activation function used for the neurons in each layer is
ReLU. The input layer consists of only 9 receptors to receive the 9 parameters of the metamaterial
antenna. These 9 receptors are fully connected to the first layer in the network that consists of 200
neurons. Once the deep network is constructed, the network becomes ready to be trained based on the
given dataset.
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Table 2: Description of the statistics of the metamaterial dataset

Feature Wm W0m Dm Tm Xa

count 572.00 572.00 572.00 572.00 572.00
mean 0.020979 0.486592 0.481939 0.020979 0.377064
std 0.143439 0.378462 0.366775 0.143439 0.305110
min 0.000000 0.000000 0.000000 0.000000 0.000000
25% 0.000000 0.000000 0.000000 0.000000 0.105122
50% 0.000000 0.333320 0.333345 0.000000 0.328833
75% 0.000000 0.666660 0.666672 0.000000 0.552552
max 1.000000 1.000000 1.000000 1.000000 1.000000

Feature Ya Gain VSWR Bandwidth S11

count 572.00 572.00 572.00 572.00 572.00
mean 0.332172 0.937032 0.143624 0.924457 0.559345
std 0.355099 0.076830 0.260978 0.118730 0.248184
min 0.000000 0.000000 0.000000 0.000000 0.000000
25% 0.000000 0.952374 0.019999 0.901823 0.395403
50% 0.333336 0.959258 0.054089 0.970321 0.596874
75% 0.666692 0.964392 0.093239 0.979451 0.704119
max 1.000000 1.000000 1.000000 1.000000 1.000000

To show the full connectivity of the layers in a deep network, Fig. 6 depicts a sample structure
of a fully connected network. On the other hand, the number of neurons in each hidden layer in the
proposed deep network is shown in Tab. 3, in the column named Output Shape. In addition, Fig. 7
presents the internal structure of the artificial neuron. From this figure, the output of the neuron is
specified by the following equation.

Output = ∅
(

N∑
i=1

WiXi + bi

)
(2)

where ∅ denotes the activation function. In this research, we adopted the ReLU activation function
for all neurons. Wi refers to the connection weights, Xi is the input values, and bi is the neuron bias
value.

Figure 6: Structure of a sample deep neural network consisting of two hidden layers
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Table 3: The layers of the proposed deep neural network

Layer # Layer (type) Output shape Activation fn. # Parameters

1 dense_1 (Dense) (None, 200) ReLU 1,800
2 dense_2 (Dense) (None, 100) ReLU 20,100
3 dense_3 (Dense) (None, 50) ReLU 5,050
4 dense_4 (Dense) (None, 25) ReLU 1,275
5 dense_5 (Dense) (None, 5) ReLU 130
6 dense_6 (Dense) (None, 1) ReLU 6

Total number of trainable parameters 28,361

Figure 7: The internal structure of a single artificial neuron

3.4 Guided Whale Optimization Algorithm

The parameters of the proposed deep network (weights and biases) are optimized using the
recently published guided whale optimization algorithm (Guided WOA) [26]. This algorithm is based
on the foraging behavior of whales that force their prey to surface in a spiral loop to be easily trapped.
To find the best parameters using Guided WOA, the search strategy can move directly to this solution
by allowing the main whale to follow three other random whales; which effectively improves the
exploration performance of this algorithm. This behavior is realized using the following equation.

�G(t + 1) = −→w1 ∗ �Grand1 + �z ∗ −→w2 ∗ ( �Grand2 − �Grand3) + (1 − �z ) ∗ −→w3 ∗ ( �G − �Grand1) (3)

where the three random whales are denoted by �Grand1, �Grand2, and �Grand3. In addition, −→w1 , −→w2 , and −→w3

refer to three variables with random values in the ranges [0, 0.5], [0,1], and [0,1], respectively. To
smoothly change between exploration and exploitation, the value of �z decreases exponentially using
the following equation.

�z = 1 −
(

t
Maxiterations

)2

(4)

where t refers to the iteration number, and the maximum number of iterations is denoted by Maxiterations.
For more details about the Guided WOA algorithm, please refer to [26].
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To find the best set of parameters, a random fractal sample is selected as shown in Fig. 8. Then
statistical fractal search is applied to utilize the diffusion by applying two kinds of updating processes.
The diffusion process is depicted in a graphical form for a solution in this figure. To improve the
exploration, based on the statistical fractal search and its diffusion procedure, a series of random
walks around the best solution can be created. This increases the exploration capability of the Guided
WOA using this diffusion process for getting the best solution.

Figure 8: Diffusion around the optimal parameters using random fractal sample [26]

4 Results and Discussion

To validate the efficiency of the proposed approach, the dataset is divided into three subsets
namely, train, validation, and test sets. The ratio of the training subset is 80% and the test subset is 20%,
whereas the validation subset is 25% of the training subset. The training of the proposed deep network
is performed by initializing the network parameters using random values. Then the guided WOA is
applied to find the best values of these parameters through a set of iterations. During the training
process, the network tries to learn the prediction of the antenna bandwidth. The measurement of the
performance of the trained network is performed in terms of the mean square error (MSE) metric.
This metric is calculated as follows.

MSE = 1
n

n∑
i=1

(Yi − Y ∗
i )

2 (5)

where Yi and Y ∗
i refer to the predicted and the actual values of the antenna bandwidth, respectively,

and n denotes the total number of samples in the evaluation set.
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The progress of the training and validation losses is shown in Fig. 9. As shown in the figure, the
network could learn the accurate prediction of the bandwidth values from the train set after a few
iterations as the loss values approach zero after the first 50 iterations. After training the deep network,
the test set is used to evaluate the robustness of the trained model. Fig. 10 shows the prediction of the
bandwidth of the test set vs. the actual bandwidth. In this figure, the values of the predicted and actual
bandwidths are too close to each other, which indicates the capability of the trained model to achieve
accurate predictions of the antenna bandwidth.

Figure 9: Progress of the loss measure during the training process

Figure 10: Actual and predicted bandwidth values

On the other hand, more statistical metrics have been measured to emphasize the superiority of
the proposed approach. Fig. 11 presents four other measures of the model performance. The top left
sub-figure presents the mapping between the predicted and actual bandwidths, which shows that the
predicted values are highly fitted with the actual values. In addition, the residuals vs. actual plots
are shown in the top right sub-figure. In this sub-figure, the red circle refers to the region where the
predicted values achieve residuals close to zero, which indicates that the predicted values are accurate.
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Figure 11: Statistics measuring the performance of the proposed approach

In addition, the partial regression plots are shown in the two sub-figures at the bottom of Fig. 11.
These sub-figures present the mapping between the expectations of the actual vs. the predicted values
of the test set. From these sub-figures, there is a linear mapping between both of these values, which
indicates the better performance of the proposed model.

Moreover, Tab. 4 presents a comparison between the values of MSE achieved by the proposed
approach and a set of other competing approaches. As shown in the table, the proposed approach
could achieve the smallest MSE value among them, which reflects the superiority of the proposed
deep network in predicting the values of metamaterial antenna bandwidth.

Table 4: MSE results for base models and the proposed deep network model

K-nearest
neighbors

Support vector
machines

Random forest
[40]

Average
ensemble [42]

Weighted
average
ensemble [42]

Proposed
deep
network

0.015987 0.015529 0.014926 0.014368 0.014080 0.00025
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5 Conclusion

In this paper, we proposed a new approach based on a deep neural network for predicting the
parameters of metamaterial antennas. The proposed approach can accurately predict the bandwidth
of metamaterial antennas based on a set of design parameters. In this approach, a deep neural network
has been developed and trained using the recently emerged guided whale optimization algorithm. After
a few training iterations, the model became capable of predicting the bandwidth with high precision.
To validate the superiority of the proposed approach, four baseline models were incorporated in the
conducted experiments. Experimental results show that the proposed approach is robust and can
achieve the minimum mean square error among all the other competing approaches. In addition,
statistical analysis is performed to show the effectiveness of the proposed approach. In this analysis,
the actual and predicted bandwidths were investigated to confirm and emphasize the robustness of the
proposed approach. The future perspectives of this research include applying the proposed approach
to more types of microstrip antennas and harnessing it with ensemble models to achieve better results
in predicting the parameters of antenna design parameters.
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