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Abstract: The volume of academic literature, such as academic conference
papers and journals, has increased rapidly worldwide, and research on meta-
data extraction is ongoing. However, high-performing metadata extraction
is still challenging due to diverse layout formats according to journal pub-
lishers. To accommodate the diversity of the layouts of academic journals,
we propose a novel LAyout-aware Metadata Extraction (LAME) framework
equipped with the three characteristics (e.g., design of automatic layout
analysis, construction of a large meta-data training set, and implementation
of metadata extractor). In the framework, we designed an automatic layout
analysis using PDFMiner. Based on the layout analysis, a large volume of
metadata-separated training data, including the title, abstract, author name,
author affiliated organization, and keywords, were automatically extracted.
Moreover, we constructed a pre-trained model, Layout-MetaBERT, to extract
the metadata from academic journals with varying layout formats. The exper-
imental results with our metadata extractor exhibited robust performance
(Macro-F1, 93.27%) in metadata extraction for unseen journals with different
layout formats.

Keywords: Automatic layout analysis; layout-MetaBERT; metadata extrac-
tion; research article

1 Introduction

With the development of science and technology, the number of related academic papers dis-
tributed periodically worldwide has reached more than several hundred thousand. However, their
layout styles are as diverse as their subjects and publishers, although the portable document format
(PDF) is widely used globally as a standardized text-based document provision format. For example,
the information order is inconsistent when converting such a document to text because no layout
information separating the document content is provided. Thus, extracting meaningful information
such as metadata, including title, author names, affiliations, abstracts, and keywords, from a document
is quite challenging.
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Research on extracting metadata or document objects from PDF documents using machine
learning has increased [1-7]. In aspects of natural language processing (NLP) approach, Open-source
software, such as Content ExtRactor and MINEr (CERMINE) [4] and GeneRation of Bibliographic
Data (GROBID) [5], automatically extract metadata using the sequential labeling technique but
generally do not take the layouts into account in detail. Therefore, they do not show reasonable
metadata extraction performances for every research article due to their diverse (and sometimes
bizarre) layout formats.

Unlike existing NLP based metadata extraction approaches, PubLayNet [1], LayoutLM [7],
and DocBank [3] employ object detection models, such as Mask region-based convolutional neural
network (Mask R-CNN) [8] and Faster R-CNN [9], to detect the layout of academic literature and
extract document objects (e.g., text areas, figures, tables, titles, lists, and so on). For example, the
PubLayNet-based model detects the layouts of PubMed papers well. However, when other documents
that do not appear in training data are given, it omits some information fields or fails to extract
the correct regions of documents objects, as shown in Fig. I. In addition, Fig. la shows inconsistent
extraction results, such as missing author information or detecting a two-column layout as a one-
column layout. In the case of Iig. 1b, the model successfully extracts the layout of the English title
but fails to detect that of the Korean title. Moreover, it generates strange detections in the middle of
the English abstraction layout. To mitigate the symptoms in the layout detection task, we decided to
construct a pre-trained model from various documents with various layouts.

In terms of training data and its coverage, PubLayNet and LayoutLM automatically construct
the training data using the metadata provided by PubMed Central Open Access-eXtensible Markup
Language (PMCOA-XML) or LaTex. Nevertheless, these are primarily for extracting figures and
tables; they do not cover all the necessary metadata, such as the abstract, author name, keyword,
or other data [1]. Moreover, to the best of our knowledge, the PMCOA-XML data of papers are only
limited to biomedical journals, and small numbers of LaTex data are available in the public domain.
Recently, some training data for metadata extraction with consideration of the layout for the selected
40 Korean scientific journals were manually crafted [6]. However, its layout-aware data quality is not
so satisfactory due to inconsistent and noisy annotations.

To guarantee consistent annotation quality in constructing layout-aware training data and a more
sophisticated language model for advanced metadata extraction, we propose a LAyout-aware MEta-
data extraction (LAME) framework composed of three key components. First, an automatic layout
analysis for metadata is designed with PDF information extracted by python library PDFMiner'.
Second, a large amount of layout-aware metadata is automatically constructed by analyzing the first
page of papers in selected journals. Finally, we implemented a metadata extractor that contains Layout-
aware Bidirectional Encoder Representations from Transformers for Metadata (Layout-MetaBERT)
models that follow the BERT architecture [10].

In addition, to show the effectiveness of the Layout-MetaBERT models, we performed a set
of experiments with other existing pre-trained models and compared them with the state-of-the-art
(SOTA) model (i.e., bidirectional gated recurrent units and conditional random field (Bi-GRU-CRF))
for metadata extraction.

Our main contributions are as follows:

e We proposed an automatic layout analysis method that doesn’t require PMCOA-XML (or
Latex) data for metadata extraction.

Thttps:/github.com/pdfminer/pdfminer.six
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e We automatically generated training data for the layout-aware metadata from 70 research
journals (65,007 PDF documents).

e We constructed a new pre-trained language model, Layout-MetaBERT, to deal with the
metadata of research articles having varying layouts.

e We demonstrated the effectiveness of Layout-MetaBERT on ten unseen research journals
(13,300 PDF documents) with diverse layouts compared with the existing SOTA model (i.e.,
Bi-GRU-CRF).
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Figure 1: Layout analysis results of PubLayNet [1]

2 Related Work
2.1 Metadata Extraction

Various attempts have been made to analyze and extract information from documents and classify
them into specific categories. Studies on text classification have been continuous since 1990, and
the performance of text classification has gradually improved with the employment of sophisticated
machine learning algorithms, such as the support vector machine (SVM) [11], conditional random
fields (CRF) [12], convolutional neural network (CNN) [13], and bidirectional long short-term mem-
ory (BILSTM) [14]. Afterward, various successful cases using Bidirectional Encoder Representations
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from Transformers (BERT) [10] pre-trained with a large-scale corpus were introduced in the field of
NLP. In the studies by [15,16], the pre-trained BERT model was fine-tuned on the text classification
task, and it showed results close to or superior to the SOTA result for the target data. BERT-based
pre-trained models became popular due to their high performances in various NLP fields, and more
advanced pre-trained models [1 7—19] were introduced according to various research purposes.

As a previous SOTA model of our metadata extraction task, a Bi-GRU-CRF model trained more
than 20,000 human-annotated pages of layout boxes for metadata [6] from research articles showed an
82.46% of F1-score. However, accurately detecting and extracting regions for each type of metadata
in documents is still a nontrivial task because of the various layout formats.

2.2 Document Layout Analysis

Document layout analysis (DLA) [7] and several PDF handling efforts [6,11,20] have been
conducted to understand the structure of documents. The DLA aims to identify the layout of text and
nontext objects on the page and detect the layout function and format. Recently, the LayoutL.M model
[7] employed three different information elements for BERT pre-training to identify layouts: 1) layout
coordinates, 2) text extracted using optical character recognition software, and 3) image embedding by
understanding the layout structure through image processing. Moreover, NLP-based DLA research on
various web documents [21], Layout detections and layout creation methods to find text information
and location [8,22,23] have been studied. In [2,24] applied the object detection technique to text region
detection. Interestingly, widely used object detection techniques (e.g., Mask R-CNN [§] and Faster
R-CNN [9]) have been applied to the metadata extraction field [1,3].

Due to the high cost of training data construction for DLA, many studies have attempted to build
datasets automatically. For example, the PubMed Central website, which includes academic documents
in the biomedical field, provides a PMCOA-XML file for each document, enabling an analysis of the
document structure. In the case of PubLayNet [1], which utilizes the PubMed dataset, the XML and
PDFMiner’s TextBoxes were matched to construct about 1 million training data. However, this is
generally possible only when accurate coordinates are provided to separate each layout and the text
information elements for each.

3 Proposed Framework

Fig. 2 depicts our LAME framework consisting of three major components: automatic layout
analysis, layout-aware training data construction, and metadata extractor. Stage 1 analyzes the given
PDFs first-page layout by using PDFMiner. However, due to the incompleteness of the parsing results
of the PDFMiner, it undergoes a set of reconstruction, refinement, and adjustment procedures for
identifying several metadata that appeared on the first page. In stage 2, we build many training data
used in stage 3. The building process matches the identified metadata in stage 1 with the previously
existing correct metadata values. Finally, we implement a novel metadata extractor by pre-training our
Layout-MetaBERT model with the training data of stage 2 and fine-tuning it for target corpus.

3.1 Automatic Layout Analysis

To understand the layout that separates each metadata element in the given PDF file, we must
observe the text and coordinate information on the document’s first page. To this end, we employ
the open-source software, PDFMiner, to extract meaningful information surrounding the text in the
PDF files. For example, if we parse a PDF document with the software, we obtain information on the
page, TextBox, TextLine, and character (Char) hierarchically, as illustrated in Fig. 3. These include
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various text information, such as coordinates, text, font size, and font for each object. For example,
text coordinates appear in the form of (x, y) coordinates along with the height and width of the page.

PDF
Document
ﬂ Stage 1: Automatic Layout Analysis
TextBox Refinement with Adjustment of
Reconstruction Font Information TextBoxes’ Order

Stage 2: Automatic Training Data Construction

Matching with TextBoxs’ Content based on
Textual Similarity Measure
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Figure 2: Layout-Aware Metadata Extraction (LAME) framework
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Figure 3: TextBox reconstruction based on the results of PDFMiner
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3.1.1 Textbox Reconstruction

It is possible to extract document layout by utilizing PDFminer, but this conveys erroneous
information, which is hard to use directly. Therefore, to reduce existing errors in TextBox recognition,
as depicted in Fig. 3, TextBoxes were reconstructed starting from the Char unit with the information
obtained from the PDFMiner. The detailed steps are as follows:

1) Extract Token Information: First, we extract all characters that appear on the first page of the
PDF document and their information.

2) Characters to TextLine: Second, the spacing between characters is analyzed using the coordi-
nate information for each Char. Generally, each token’s x-coordinate distance (i.e., character
spacing) appears the same, but the distance is slightly different depending on alignment
methods or language. Therefore, after collecting characters in the same y coordinate, the
corresponding characters were sorted based on the x-coordinate value. Sometimes academic
papers have two columns, so different lines may exist in the same Y coordinate. If the distance
between two characters is smaller than the font size, we regarded them as one line.

3) TextLines to TextBox: Finally, after aligning the TextLines based on the y-axis, if the distance
between each y-coordinate is smaller than the height of each TextLine, the two different
TextLines are regarded as the same TextBox. However, this method cannot create a TextBox
accurately by separating paragraphs from paragraphs. For more elaborate TextBox composi-
tion, it needs to decide whether to configure the TextBox by considering the left x-coordinate x;,,
the right x-coordinate x,, and the width (W) of each TextLine. For example, for sentences like
those in Fig. 4, we can think of two cases composing a TextBox by comparing each TextLine.
First, the beginning of a paragraph is usually indented. Therefore, if the difference between the
x, values of L, and L,_, is greater than the font size of the Chars existing in each TextLine, the
two TextLines should be included in different TextBoxes. Second, a TextLine that appears at
the end of a paragraph has a shorter width because it has fewer Chars on average. Therefore,
when the width of L,_, is smaller than the width of L,, L,_, and L, should be assigned different
TextBoxes.
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Figure 4: Example of TextBox separation

3.1.2 Refinement with Font Information

PDFMiner can produce various pieces of information in terms of font information, such as the
font name and style (e.g., bold, italic, etc.) as listed in Tab. 1.

However, as in Fig. 5, English is frequently used for Korean abstracts in some journals published
in Korea. In particular, abstracts written in Korean and English appear together on the first page of
some research articles. In addition, certain strings are often treated as bold or italic and often have
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different fonts and sizes, such as section titles. Considering this problem, when composing a TextBox
using the coordinate information described above, if the font information displayed on each line is
different, it is not simply judged as a different line. After analyzing the font information of different
languages that appear, the TextBox was determined by considering the number of the appearing fonts
(e.g., bold and italic).

Table 1: Example of font information when PDFMiner is applied

Text PDFMiner output font name

ELNFKM+KoreanGD-Bold-KSCpc-EUC-H
Abstract P

Abstract INPILL+Gulim
Abstract Arial-BoldItalicMT
ABSTRACT GPICIE+YDIYGO130

2 <

2, vldd FE € AL TFh o] F7IeHEA AntEZo| gl Esla 22 B8t 7]7]) 8 o] gdte] &
A o] EE =+ Y= F 594 29 2 Qg a7t FH3) Frtela vk o]eh 22 a7 AFE | 915517 Yoo,
£ =FoAE dydeldoly Fatef Tt 4 HESe R B AES ATE e 94 Ed2E
B 24302 HZEs7] YT 71HES Attt o] 2 951ed, Google Maps £} Google Street View APIS- o]-§-5}<]
FqEY A g gl o|u| A2 AT o]u)A] dlo|HAlE FEsHEE I F, 92 7]89H) style transfer 7]
=2 FHEAA oy do)d e EEFH IS A} o] x| o 85 X FGA48E17] gk UrH-S A ASskE L opA
O 2 vjokst AP L B3 Aghshe 718 E o] g5t Bt Ajujgl i Fo| 22 He o Ry G4 EXEE A4
UL B

ABSTRACT

Recently, as interest in non-face-to-face experiences and services increases, the demand for web video contents that can
be easily consumed using mobile devices such as smartphones or tablets is rapidly increasing. To cope with these
requirements, in this paper we propose a technique to efficiently produce video contents that can provide experience of
visiting famous places (Le, stage tour) i amimation or movies. To this end, an image dataset was established by
collecting images of stage areas using Google Maps and Google Street View APIs. Afterwards, a deep learning-based
style transfer method to apply the umique style of animation videos to the collected street view images and generate the
video contents from the style-transferred images was presented. Finally, we showed that the proposed method could
produce more interesting stage-tour video contents through various experiments.

Figure 5: Example of when a Korean abstract and an English abstract exist together

Although font information helps the layout composition, it is still confusing when the same font
information is used for individual information marking or bold processing for emphasis or different
metadata. Additional processing is required to correctly connect individual fonts to make a layout
using the font information. Therefore, we compared only texts described in Korean and English and
used only the fonts of the same language to determine the layout.
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3.1.3 Adjustment of Text Box Order

Academic papers may consist of one or two columns depending on the format for each journal.
In some cases, only the main body consists of two columns, and the title, abstract, and author name
are displayed in one column. For example, in Fig. 3, such information as the title and author name
was arranged in the center, but the document object identifier (DOI) information or academic journal
names appeared separately on the left and right sides. To effectively identify metadata consistently from
varied layout formats, we sorted the textboxes extracted from the first pages of the research articles

sequentially from top to bottom based on the y-axis.

3.2 Automatic Training Data Construction

We compared the content from the layout text that extracted stage.1 with the metadata prepared
in advance to construct the layout-aware metadata automatically. If no metadata is available for the
given research article, metadata can be automatically obtained through the DOI lookup. Therefore,
this technique can be extended to all journal types where the registered DOI exists.

However, the compared textual content is not always precisely matched. Therefore, to determine
the extent of the match, we allowed only fields with almost identical (or high similarity) matches for
each layout text information element automatically acquired in the previous step as training data. We
used a mixed textual-similarity measure for efficient computation based on the Levenshtein distance
and bilingual evaluation understudy (BLEU) score.

The Levenshtein distance was calculated using Python’s fuzzywuzzy’. The scores calculated using
the BLEU [25] measure were summed to determine whether the given metadata displays a degree
of agreement of 80% or more. Nevertheless, some post-processing is required in the process. In
analyzing the text after extraction, some problems occur when dealing with expression substitutions
(e.g., “<TEX>,” cid:0000). Encoding errors reduced the portion of mathematical expressions that can
be removed as much as possible, and we excluded the text with encoding problems to avoid these errors.

3.3 Metadata Extractor

To implement our metadata extractor, we newly pre-trained a layout-aware language model, so-
called, Layout-MetaBERT, that can effectively deal with metadata from research articles. Although
pre-training a BERT model requires a large corpus and a long training time, a fine-tuning step can
make a difference in performance depending on the characteristics of the data used for pre-training.
For example, when pre-trained with specific domain data, such as SciBERT [19] and BioBERT [26],
they performed better than Google’s BERT model [10] in downstream tasks of science and technology
or medical fields. However, to our best knowledge, there is no pre-trained model designed to extract
metadata based on research article data.

Fig. 6 describes how the previously constructed training data are used for pre-training and fine-
tuning the Layout-MetaBERT. The pre-training stage is to construct a general-purpose layout-aware
metadata language model. Meanwhile, the fine-tuning stage aims to build an optimized metadata
classification model for targeting corpus. Unlike the Google BERT model [10], in our Layout-
MetaBERT pre-training, each document layout was considered a sequence. Thus, each layout was
classified by the [SEP] token to prepare the training data, but other pre-training procedures and
hyperparameters are the same as BERT [10]. At this time, pre-training loss is the sum of Next Sentence
Prediction (NSP) loss and Masked Language Modeling (LM) loss. The Masked LM Loss computes

Zhttps://github.com/seatgeek/fuzzywuzzy
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the cross-entropy loss value of the predicted token y; for the masked token j;:
1 N Cyocabsize
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Figure 6: Pretraining layout-MetaBERT and fine-tuning for classification downstream task

Previously, the NSP was used to predict whether two input sentences are consecutive sentences or
not. However, in this work, the NSP predicts whether two inputted layouts are consecutive or not. The
NSP loss computes the binary cross-entropy loss value of the predicted y, for the y value indicating
whether it is a pair or not.

1 . .
Lysp = N ZJ’[ log(y:)) + (1 — y) log(1 — ) (2

i=1

Final loss is:

L= LMLM + LNSP (3)

In pretraining Layout-MetaBERT models, we followed three size models of the Google BERT:
base (L=12, H=768, A=12), small (L=4, H=512, A=28), and tiny (L =2, H=128, A=2), where L
is the number transformer blocks, H is the hidden size, and A is the number of self-attention heads.
We used a dictionary of 10,000 words built through the WordPiece [27] mechanism. We automatically
generated training data extracted from the first page of 60 research journals among the 70 journals for
the pre-training.

In the Fine-tuning step, each Layout text information is used as input. For the classification task,
we feed the final LayoutMeta-BERT vector for the [CLS] token into a Fully connected layer, and it
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computed softmax we can obtain meta classification result. The prediction result loss computes the
cross-entropy, and the prediction accuracy computes Macro and Micro Fl1-score.

4 Experiments

We summarize the results of three major components to examine the applicability of the LAME
framework. First, we compare the proposed automatic layout analysis results with other layout
analysis techniques. Second, we describe the statistics of the training data constructed according to
the results of the automatic layout analysis. Finally, we compare metadata extraction performances of
our constructed Layout-MetaBERT models with other deep learning and machine learning techniques
after fine-tuning.

4.1 Comparison with Other Layout Analysis Methods

No correct answers exist for the target research articles; thus, we compared the generated layout
boxes from PDFMiner, PubLayNet, and the proposed layout analysis method for two randomly
selected documents (e.g., A and B) as depicted in Fig. 7.

In Fig. 7, when PDFMiner performs a layout analysis, it generates multiple boxes for abstract
and each section (A) and extracts empty layouts between sections as errors (B). Sometimes, it cannot
separate keywords from the abstract area (B). Therefore, it is challenging to build training data if we
use PDFMiner directly without further modifications.

In the case of Detectron2 based model, which is trained with PubLayNet data, it extracts doc-
ument objects using object detection technique. So, building training data is impossible because text
information cannot be obtained if optical character recognition software is not provided. Although it
seems almost similar to ours, it easily fails to detect some metadata elements (A) because PubLayNet
does not have metadata fields (e.g., author, affiliation, keywords) as training data. They only cover
PubMed papers with almost no citations similar layout formats. Thus, when other documents that do
not appear in training data are given, it omits some information fields or fails to extract the correct
regions of documents objects (B), and shows inconsistent extraction results, such as missing author
information or detecting a two-column layout as a one-column layout (B).

The proposed method could generate a good enough layout analysis for the first page of the
research articles through the comparisons. Comparing all three layout analysis results manually for
each layout box to calculate the accuracy requires too much human labor and is beyond the scope of
this paper. The performance of the constructed Layout-MetaBERT indirectly measures the quality of
the layout analysis.

4.2 Training Data Construction

To reflect various kinds of layout formats, we used 70 research journals (Appendix 1) provided
by the Korea Institute of Science and Technology Information (KISTI) to extract major metadata
elements, such as titles, author names, author affiliations, keywords, and abstracts in Korean and
English based on the automatic layout analysis in Section 3.1. Among the 70 journals, two journals
were written in only Korean, 23 journals in only English, and 45 in Korean and English.

For each layout that separates metadata on the first page of the 70 journals (65,007 PDF
documents), automatic labeling with ten labels was performed, and other layouts not included in
the relevant information were labeled O. The statistics of automatically generated training data are
presented in Tab. 2.
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Figure 7: Layout analysis comparisons with PDFMiner and PubLayNet

4.3 Experimental Results

To check the performance of the proposed Layout-MetaBERT, 70 research journals (65,007
documents) were divided into 60 (51,676 documents) for pre-training (and fine-tuning) and 10 (13,331
documents) for testing, respectively. Tab. 3 lists the training and testing performances of the three
Layout-MetaBERT models with widely used metadata extraction techniques. Finally, Tab. 4 describes
the Macro-F1 and Micro-F1 scores for metadata classification comparisons with existing pre-trained
models.

4.3.1 Fine-tuning and Hyperparameters

In fine-tuning with various pre-trained language models (e.g., three different sized models of
Layout-MetaBERT, KoALBERT, KoELECTRA, and KoBERT), all experiments were conducted
under the same configurations with an epoch of 5, batch size of 32, learning rate of 2e-5, and maximum
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sequence length of 256. In addition, we used the Nvidia RTX Titan 4-way system and Google’s
TensorFlow framework in Python 3.6.9 for pre-training and fine-tuning.

Table 2: Statistics for automatically generated training data

Metadata field Label (i.e., layout) Count
Out of boundary O 637,856
Title (in Korean) title_ko 46,056
Title (in English) title_en 64,414
Affiliation (in Korean) org_ko 39,233
Affiliation (in English) org_en 63,434
Abstract (in Korean) abstract_ko 31,885
Abstract (in English) abstract_en 55,318
Keywords (in Korean) keywords_ko 21,685
Keywords (in English) keywords_en 61,221
Author name (in Korean) author_name_ko 56,306
Author name (in English) author_name_en 35,631

Table 3: Train and test performances of metadata extraction

Models Micro-F1 (train)  Micro-F1 (test)
Layout-MetaBERT (base) 0.9559 0.936
Layout-MetaBERT (small) 0.9595 0.9333
Layout-MetaBERT (tiny) 0.9432 0.9293
KoBERT" 0.8086 0.7901
KoalBERT" 0.9014 0.8978
KoELECTRA’® 0.9354 0.9204
Bi-GRU-CREF [6] (without position) 0.8610 0.8912
Bi-GRU-CRF [6] (with position) 0.9442 0.0985
CNN 13] 0.9425 0.824
SVM [11] 0.9411 0.8114

4.3.2 Stable Performances of Layout-MetaBERT

The proposed Layout-MetaBERT models can effectively extract metadata, as listed in Tab. 3. In
particular, Layout-MetaBERT models make significant differences compared to the existing SOTA
(i.e., Bi-GRU-CRF) model.

Even the tiny model with the fewest parameters among the Layout-MetaBERT models has higher
performance than other pre-trained models in Macro-F1 and Micro-F1 scores, as displayed in Tab. 4.

3https://github.com/SKTBrain/KoBERT
4https://huggingface.co/kykim/albert-kor-base

b.com/monologg/ KOELECTRA

Shttps://gi
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Moreover, three Layout-MetaBERT models have only minor differences between the Micro-F1 and
Macro-F1 scores compared to other pre-trained models. Moreover, the Layout-MetaBERT models
exhibit 90% or more robustness in metadata extraction, confirming that pre-training the layout units
with the BERT schemes is feasible in the metadata extraction task.

Table 4: Metadata extraction performances of primary BERTmodels for each label

Layout- Layout- Layout- KoBERT  KoALBERT KoELECTRA
MetaBERT MetaBERT MetaBERT

(tiny) (small) (base)

Model size SM 16 M 110M 110M 12M 110M
0] 0.94 0.94 0.95 0.85 0.92 0.94
title_ko 0.92 0.94 0.93 0.59 0.89 0.91
title_en 0.92 0.91 0.92 0.76 0.8 0.87
org_ko 0.96 0.96 0.96 0.36 0.96 0.94
org_en 0.86 0.87 0.9 0.64 0.79 0.9
abstract_ko 0.92 0.93 0.93 0.84 0.9 0.92
abstract_en 0.92 0.93 0.94 0.84 0.91 0.91
keywords_ko 0.94 0.95 0.95 0.86 0.94 0.95
keywords_en 0.87 0.89 0.9 0.51 0.91 0.73
author_name_ko 0.97 0.97 0.96 0.75 0.95 0.92
author_name_en 0.56 0.62 0.92 0.3 0.41 0.57
Micro f1 0.9293 0.9333 0.9360 0.7901 0.8978 0.9204
Macro f1 0.8891 0.9009 0.9327 0.6636 0.8527 0.8691

4.3.3 Experiments with Position Information

Unlike other models, the Bi-GRU-CRF model used the absolute coordinates of metadata with
other textual features. However, the model failed to discriminate unseen layouts from unseen journals
when using the coordinate information for training various journal layout formats. Therefore, to
determine the validity of the coordinate information, we performed additional experiments with the
Bi-GRU-CRF (with position) and Bi-GRU-CRF (without position) models. Although Bi-GRU-CRF
(with position) model demonstrated high performance in the training stage, it failed to recognize
metadata-related layouts in unseen journals (less than 10% as F1 score). However, the performance
of the Bi-GRU-CRF (without position) model had somewhat lower performance in the training stage
compared to the other models. The model performed well, similar to that of KoALBERT. Thus, we
confirmed that using absolute coordinate information can only be applied under the premise that the
journals used in training also are used in testing.
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5 Discussion
5.1 Additional Performance Improvements

The proposed Layout-MetaBERT exhibited higher results than the existing SOTA model [6].
However, absolute coordinate information could obtain poor results for documents in a format not
learned. In addition, the proposed layout analysis method separates the metadata well from the first
page of the academic documents of various layouts.

However, the accuracy of the automatically generated training data is not perfect. There may be
errors due to the difference between the metadata format of the document and the metadata written
in advance. As mentioned, encoding errors also occur in extracting text from mathematical formulas
or PDF documents. Generating the correct layout significantly affects extracting metadata and is an
essential factor in automatically generating data. Therefore, if more sophisticated training data can be
generated, the performance of Layout-MetaBERT can be further improved.

5.2 Restrictions of Layout-MetaBERT

Much research has been conducted on automatically extracting layouts from PDF documents.
Creating accurate layouts has a significant influence on meta-extraction. This study attempted to
compose the layout of the first page of an academic document using text information. Based on
this, we trained the Layout-MetaBERT and confirmed the positive results for the applicability to the
meta classification module. However, the proposed technique cannot be applied to all documents. For
example, an image-type PDF cannot be used unless the text is extracted. In this case, the extraction
must be performed using a high-performance optical character recognition module.

5.3 Expansion to Other Metadata Types

This study focused on extracting five major metadata elements (i.e., titles, abstracts, keywords,
author names, and author information). Considering that the target research articles contain elements
written in English, Korean, or both, the number of metadata becomes 10. However, other metadata
(e.g., publication year, start page, end page, DOI, volume number, journal title, etc.) can be extracted
further by applying highly refined regular expressions in the post-processing step.

6 Conclusion

This paper proposes the LAME framework to extract metadata from PDFs of research articles
with high performance. First, the automatic layout analysis detects the layout regions where metadata
exists regardless of the journal formats based on text features, text coordinates, and font information.
Second, by constructing automatic training data, we built high-quality metadata-separated training
data for 70 journals (65,007 documents). In addition, our fine-tuned Layout-MetaBERT (base)
demonstrated excellent metadata extraction performance (F1 = 94.6%) for even unseen journals with
diverse layouts. Moreover, Layout-MetaBERT (tiny) with the fewest parameters exhibited superior
performance than other pre-training models, implying that well-separated layouts induce effective
metadata extraction when they meet appropriate language models.

In future work, we plan to conduct experiments to determine whether the proposed model applies
to the more than 500 other journals not used in this study. Moreover, resolving potential errors in
the automatically generated training data is a concern to create layouts that separate each metadata
element in an advanced way. Furthermore, extending the number of metadata items extracted without
post-processing is an exciting but challenging task to resolve as future work.
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JOURNALS NUMBERS OF SELECTED PAPERS
TRAIN SET
JoUrRNAL OF THE KOREAN CLEFT 248
PALATE-CRANIOFACIAL ASSOCIATION
KOREAN JOURNAL OF CONSTRUCTION 575
ENGINEERING AND M ANAGEMENT
JOURNAL OF INTERNET COMPUTING AND SERVICES 513
JOURNAL OF THE KOREAN SOCIETY OF RADIOLOGY 726
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JoURNAL OF THE KOREA INSTITUTE OF
INFORMATION AND COMMUNICATION
ENGINEERING

KOREAN JOURNAL OF MATERIALS RESEARCH
FoobD SciENCE oF ANIMAL RESOURCES

KOREAN JOURNAL OF PEDIATRICS

KoREAN CHEMICAL ENGINEERING RESEARCH
JOURNAL OF INFORMATION PROCESSING SYSTEMS
JoUrRNAL oF DigiITAL CONVERGENCE

JOURNAL oF THE KOREA CONVERGENCE SOCIETY
JOURNAL oF THE KOREAN SOCIETY OF CLOTHING
AND TEXTILES

MOLECULES AND CELLS
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JOURNAL OF THE KOREAN SOCIETY OF
INTEGRATIVE MEDICINE

THE JOURNAL OF THE INSTITUTE OF INTERNET,
BROADCASTING AND COMMUNICATION
JOURNAL OF KOREA WATER
RESOURCES ASSOCIATION

BULLETIN OF THE KMS
INTERNATIONAL JOURNAL OF ADVANCED SMART
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ELeEcTRONIC COMMUNICATION SCIENCES
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MEDICINE

KSII TRANSACTIONS ON INTERNET AND
INFORMATION SySTEMS (TIIS)
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THE KOREAN JOURNAL OF PHYSIOLOGY AND
PHARMACOLOGY

THE JOURNAL OF KOREAN PHYSICAL THERAPY
JOURNAL OF PREVENTIVE MEDICINE AND PUBLIC
HEALTH

2477

892
636
812
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852
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1256
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CHILD HEALTH NURSING RESEARCH
BioMOLECULES & THERAPEUTICS
ASIAN-AUSTRALASIAN JOURNAL OF ANIMAL
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THE KOREAN JOURNAL OF PARASITOLOGY
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SOCIETY
SuB ToTAL 51676
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