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Abstract: The results of the development of the new fast-speed method of
classification images using a structural approach are presented. The method
is based on the system of hierarchical features, based on the bitwise data
distribution for the set of descriptors of image description. The article also
proposes the use of the spatial data processing apparatus, which simplifies
and accelerates the classification process. Experiments have shown that the
time of calculation of the relevance for two descriptions according to their
distributions is about 1000 times less than for the traditional voting procedure,
for which the sets of descriptors are compared. The introduction of the system
of hierarchical features allows to further reduce the calculation time by 2-3
times while ensuring high efficiency of classification. The noise immunity of
the method to additive noise has been experimentally studied. According to
the results of the research, the marginal degree of the hierarchy of features for
reliable classification with the standard deviation of noise less than 30 is the
8-bit distribution. Computing costs increase proportionally with decreasing
bit distribution. The method can be used for application tasks where object
identification time is critical.

Keywords: Bitwise distribution; computer vision; descriptor; hierarchical rep-
resentation; image classification; keypoint; noise immunity; processing speed

1 Introduction

The effective classification solutions in modern computer vision systems require solving the
many urgent problems. They are related to the multidimensional nature of the analyzed data. During
introduction of structural recognition methods, descriptions of visual objects are represented as the
set of keypoint descriptors. Keypoints are the numeric vectors of a rather high dimension [1-4].
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The binary descriptions obtained by detectors Oriented FAST and Rotated BRIEF (ORB), Binary
Robust Invariant Scalable Keypoints (BRISK) [4-7], contain 256 and 512 components, respectively.
The number of descriptors (description content) reaches 500—1500.

In such a situation, transformation by representing data as the system of their fragments of
a significantly lower dimension contributes to the significant simplification of their application
implementation [1]. In this case the key tool is the apparatus of spatial-statistical data analysis. It is
based on the generalization of the values of descriptors from the description of the object by calculating
new integrated features based on the entire set of fragments of the description [2,8,9].

It is also important to construct and research the distinguishable properties of the hierarchical
system of the features. It can be calculated on the basis of the distributions of basic 1-bit fragments.
Similarly to the pyramidal data structure [10], on the basis of such a supporting system of features,
it is possible to form attributes of the higher level of the hierarchy. The application of this approach
accelerates the classification process hundreds of times. This approach corresponds to the modern
section of Content-Based Image Retrieval (CBIR) research [11,12] in computer vision systems. It
is associated with introducing intelligent recognition technologies based on image content with
the variety of levels of presentation of semantic information. Generally this approach includes the
formation of the data description as the set of keypoints descriptors. The cluster representation of
the description is important as one of the generalization tools for the synthesis of high-level solutions
[10-15].

The purpose of the article is to improve the method of structural image recognition on the basis
of the formation of the hierarchical system of features by introducing spatial-statistical processing for
description blocks as part of the set of descriptors.

The task of the research is to develop the hierarchy of data models for calculating the relevance
of modifications of the structural description that are efficient in terms of data processing speed. It is
important to study the effectiveness of implementing these models for classification and to evaluate
the proposed approaches according to the results of the analysis of the image database.

The article proposes and demonstrates:

e Formal models for constructing hierarchical features for the classification task (Section 3). The
main characteristics of the description as the set of keypoint descriptors are indicated. The
division of descriptors into disjoint fragments, which are the basis for constructing the system
of hierarchical features, is analyzed in detail. Implementation of the proposed ideas provides
the effectiveness and high speed of classification.

e The process of calculating the values of distributions and constructing the hierarchical features
based on the set of the description components (Section 4). The scheme of the spatial method
of data representation by adding bit values for descriptor fragments is discussed. Metrics are
analyzed to calculate the relevance of hierarchical representations of different images for the
fixed level of hierarchy. The scheme of the classifier construction is proposed on the basis of the
obtained system of features.

e Results of computer simulation (Section 5). The software models have been developed for the
implementation of the proposed methods of hierarchical data representation and construction
of the classification method for computer vision systems. Testing has been performed on the
basis of real images of university emblems. According to the results of experiments, the method
of classification based on the hierarchical representation for statistical distributions of the
components of the descriptions has confirmed its efficiency, increased processing speed and
efficiency for the image classification.
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The article presents the method of constructing classifiers of visual objects in the synthesized
data space. The simulation results have confirmed the effectiveness of the proposed modifications of
the hierarchical representation and analysis of data descriptions for given images.

2 Related Works

The problem of recognizing images of visual objects is crucial for computer vision [I—17]. The
most detailed features of its theoretical formulation are given in [13]. Recently, the researchers have
focused more on the development of the methods that provide effective application. Due to the
multidimensional and spatial nature of the image signal, the most popular approaches for solving this
problem are the statistical approaches [1-3,13,18-20] and approaches related to spatial data analysis,
which are aimed at simplifying processing [1,8,9,12].

Specialized neural network software is being developed, based on the preliminary creation and
training of the classification neural network within some fixed image database [11,12,21].

However, the drawback of such systems is the need of long-term training and the dependence
of the effectiveness of their application on the specific database on the base of which the training is
carried out.

Despite the existence of the effective systems with the implementation of machine training, the
development and evaluation of new methods of object recognition are in progress [1-3,8—12,19]. The
new promising approach is associated with the use of images of visual objects in the form of the set of
descriptors of keypoints [1-3,8—12,19]. This apparatus provides high-speed data analysis and allows
classifying in more detail the characteristics of the visual object and ensures good performance.

One of the promising areas of research in terms of increasing the processing speed is the
implementation of spatial bit processing of the set of descriptors [13] and the pyramidal principle
of data presentation [10]. Such approaches, through generalized data representation, significantly
simplify and accelerate classification. At the same time, it is possible to combine different methods to
increase efficiency: reducing the number of descriptors in the description [15], statistical processing to
identify the most informative components [1,8,9]. Additional implementation of training procedures
in such systems will also further improve their performance.

3 Model of Statistical-Component Representation of the Feature Space

The composition of keypoints descriptors in space B” of binary vectors (n is the degree of two)
allows to analyze the specific descriptor as the tuple of consistent elements with the given range of
values. Based on this, we use the structural description (the set of binary vectors) in the synthesized
data space to perform statistical analysis of data components. As a result, let’s determine the relevance
of the created image of the object within the content of the database of etalon images.

Let us define description Z of the recognizable visual object as the finite set Z = {z,}’_, z, € Z,
Z C B"with s binary keypoint descriptors [1]. For the fixed number 7, description Z can be represented
as the binary matrix D = {{d,;};_,}._,, formed by the random sequence of description elements. To
simplify the analysis, let us assume that the value s is the same for all etalons of the database. This can

be easily obtained by random or targeted selection of the required number of descriptors.

Now, each row of matrix D (keypoint descriptor) is represented as m non-intersecting fragments
(blocks) that follow one after another. Let’s obtain new data space in the form of characteristics of
blocks. The advantage of this space is the possibility to analyze the internal structure and statistical
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properties of the description. Based on this, we can classify it. The set of blocks can be used as the
basis for making decision about the object class. This method of forming features provides additional
flexibility during processing [1,22-26].

After splitting Vz, € Z into m non-overlapping blocks for each descriptor z,, we obtain the fixed
structure of z, = z! & z2 & ... & z" “chained” elements, where z* is the k-th block of descriptor z,.
Now each descriptor contains m binary data of the same type. The description value in the sequence
can be written as the tuple of integers. As a result, the description Z as the matrix D takes the form of
the matrix of s rows with m elements (number of blocks) per row.

Let us take into account the implemented equivalence of the ranges for the values of each of
the fragments and reflection of the set of descriptors of the properties of the analyzed object. Let us
construct data distributions on the basis of analysis of matrix D [1,27-29]. To do this, let us define
the reflection 2 : Z — Q, Z C B’ from the set of binary vectors to the set Q of integer vectors of
cardinality w < n, containing statistical distributions for the values of the fragments. The reflection
£2 should provide identification and differentiation of objects in the space of distribution values.

Let us define the occurrence rating (distribution) ¢ € Q as the vector of ¢ = {¢,, . .., ¢,} integers,
where ¢; is the number of values for the k-th fragment which are equal to 7, i = 1, w, among the
corresponding fragments of the entire set Z

q; = card{zt € z,, z, € Z|ZX = i}. 1))

Based on representation Eq. (1), condition > . g, = s is met, since the sum of the values of the
links for distribution ¢ is equal to the total amount of s descriptors of description Z. Note that w is
the number of distribution links belonging to the range 0,...,w — 1.

For each of the m fragments, let’s construct the distribution ¢ = {q,,...,q,}, the value w is
determined by the range of data values for the fragment which, in the case of integers, is determined
by its size. For example, for the ORB descriptor, during splitting into bytes, for n = 256 we have
m = 32, w = 256 [2]. The set Z under the influence of reflection §2 will be represented by the
matrix Q = {{q.,}.,}",, which contains the probability distributions of discrete values in the space
of fragments.

Matrix Q reproduces the statistical properties of description Z of the analyzed object in the form of
the tuple of distributions of the values of its components. Statistical data distributions are the tool for
generalizing knowledge in accordance with the fundamental concept of machine training [12,18,30].

4 Formation and Comparison of System of Hierarchical Features

Based on the basic system of one-bit distributions, let’s create the integrated system of features
by combining fragments. For the description matrix D, let’s calculate the values of the column sums
(1-bit fragment) and obtain vector t = (¢,...,¢t,...,t,), where

L= Z;:l di,/:j = I,_I’l (2)

These are lowest-level integral features for the description Z, which contain the property of
invariance to geometric transformations of the analyzed object that are common for keypoint
descriptors.

Transformation Eq. (2) implements reflection §2. The integer components g; are determined
through vector ¢ = {qo, ¢,} (this is the number of zeros and ones) among s values of the j-th bit of
all description descriptors, and in this representation ¢, = s — ¢,.
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Based on features ¢, now let’s define features u, of the higher hierarchy level by adding the value
¢, within the system of non-overlapping blocks

k+b—1

U, = Zf:k tj5 (3)

where b = n/misthesizeinbits; k = 1,b+1,2b+1,...,n— b+ 1is the bit number that each fragment
starts with.

Features Eq. (3) implement cross-correlation processing of matrix D with the rectangular mask
of size b x s [13]. According to expression Eq. (3), we obtain the integer vector u, of dimension m.
Parameter m is integrity characteristic for the system of fragments. Its value relates to the size of
fragment and decreases from n to 1 as the fragment size increases from 1 to n.

The value of vector u = (u,,...,u,...,u,) can be used as the independent structural features of
a statistical type. They are calculated on the base of the bitwise analysis of the columns of matrix
D. Processing Fq. (3) depends on parameter b and implements spatial processing (integration of
distribution data) based on the set of descriptors.

Despite such a simple model for calculating functions Eq. (3), all of them for the random fragment
size are determined simply (logically or by adding integers) based on 1-bit values.

Based on the representation Eqs. (2) and (3), the traditional hierarchical recognition method can
be applied. For comparison with etalons this method uses the system of features u, with different
degrees of data integration, which is determined by the block size [31].

The size of the fragment can directly determine the range of integer values for features u, as u, €
{0, ..., sb}. Vector u is the integrated description characteristic. It can be normalized according to the
number of descriptors or the size of the fragment.

The number of values for features Eq. (3) varies from one number to the vector of size n (the
number of descriptor bits) and decreases with increasing fragment size. For m = 1 we have b = n, each
descriptor contains one fragment, and the value u, is determined by one value and is equal to the sum
of the bits of the entire description. For m = n we have another limit situation: of n 1-bit fragments,
and u, is calculated as the sum of the column of matrix D.

Model Eq. (3) implements the procedure for reducing the information redundancy of the spatial
signal due to the acceptable reduction (from the point of view of the quality of the difference) of the
degree of the resolution ability of the system of features of the description presentation.

Processing of the form Eq. (3) is a kind of spatial analysis of fragment values for the set of
descriptors along with coordinates. Other options for such processing are filtering or dividing the
descriptor according to the system of orthogonal functions [1,32].

Based on the comparison of hierarchical representations Eq. (3), let’s determine the relevance r
for random descriptions 4 and C based on the Manhattan distance between vectors u(A4), u(C) for
the fixed level of the hierarchy

rlu(4), u(C)] = D lu(4) — u(O)]. 4)
i=1
For better taking into account the influence of components during evaluating the relevance value,
you can apply normalized values for Eq. (4):
r

R 5)
rm
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where rm is the maximum distance for the applied number of s descriptors, which can be easily
determined for the analyzed data.

Let’s perform classification through optimization of measures in the form Egs. (4), (5) based on
the set of etalons. The analyzed object will be related to the etalon with the shortest distance. The
scheme of constructing the classifier on the basis of the calculation of the degree of relevance between
the distributions of the components of the description of the object and the etalons for the fixed level
of the hierarchy is shown in Fig. 1.
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Figure 1: Classification scheme

The important point for the implementation of computer vision methods is the research of their
noise immunity for various types of interference [1,13,33-35]. Among them, the most common are the
effects of additive noise and local obstacles, which change the image of the object on certain areas.

Itis known that structural methods provide high resistance to local interference due to implement-
ing the local analysis of the image during determining keypoint detectors.

Let us research the influence of additive noise, which can be simulated by the following model:
V[X,y] = Vo[st’]+N[X,y]a (6)

where V[x, y] is the distorted image; V;[x, y]is the etalon image; N[x, y]is the random variable with the
Gaussian distribution (with zero mathematical expectation and fixed standard deviation parameter o).
Size o characterizes the influence of noise [1,30].

5 Analysis of Computer Simulation Results

We have applied the developed model for constructing hierarchical features on the example
of images of the emblems of universities: Oxford, Harvard, Massachusetts, Cambridge, Kyiv, and
Pennsylvania. The size of the images is 600 x 600.

We use the software environment — IntelliJ IDEA 2018 and IDLE using the OpenCV library and
Python and Java programming languages [37-39]. The illustration of the images is shown in Fig. 2.
For modeling ORB descriptors with dimension #n = 256 have been used.

Fig. 3 shows the example of the generated 1-bit distribution (256 bits of the ORB descriptor) for
the number of zeros in 100 descriptors of the emblem given in Fig. 2.

For example Tab. | demonstrates the Manhattan distance values r for 1-bit distributions for 100
descriptors of four emblems.
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Figure 2: Example of analyzed images of the emblems of universities
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Table 1: Distances between 1-bit distributions for 100 descriptors

Cambridge

5232
4182
2962

Massachusetts

3782
2868

Harvard

1922

Oxford

Oxford

1922
3782
5232

Harvard

2868
4182

Massachusetts
Cambridge

2962

which provide

Asyou can see from the Tab. 1, the distances for different objects differ significantly,

the reliable classification.
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Fig. 4 shows the values of hierarchical features in the form of diagram for the empirical description
of the image of Harvard emblem (Fig. 2) which contains of 100 descriptors. The values in the lower
circles correspond to the 8-bit distribution of zeros, and the upper value is equal to the total number
of description zeros. The similar structure can be constructed for the random description [1,40].

2124

Figure 4: Scheme for calculating hierarchical data for the image of the emblem

Tab. 2 contains the values of the distance Eq. (4) between the distributions of the emblems of the
Massachusetts and Oxford universities for 100, 300, 500 descriptors and the different number of bits
(1,2, 4, 8, 128, 256) in fragments.

Table 2: Values of the normalized distance Eq. (5) for various numbers of descriptors and distribution

bits
Number of Number of distribution bits
descriptors
1 2 4 8 128 256 every 2-nd  every 4-th
500 0.142  0.098 0.073 0.060  0.046  0.046 0.138 0.144
300 0.139  0.095 0.071 0.061 0.045 0.045 0.147 0.147
100 0.147 0.102  0.074  0.061 0.046  0.046 0.105 0.155

Also, Tab. 2 shows the distances for the reduced distributions of these emblems, where every
second and fourth bit from the corresponding one-bit distribution is selected.

As the number of keypoints decreases, the maximum and actual distance between distributions
decreases almost proportionally. It means that the increase in the number of descriptors from 100
to 300 has no significant effect on the characteristics of image recognition. This fact confirms the
sufficient efficiency of using the apparatus of statistical data distributions. The values in Tab. 2 show
that 100 keypoints are enough to distinguish between images of emblems. For other types of images
or the number of etalons recognized, these values may differ.

Tab. 3 shows data for evaluating the processing time for implementing variants of the considered
models when calculating the relevance of descriptions of images of emblems of Massachusetts and
Oxford, depending on the number of bits in the fragments of the distribution.
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Table 3: Relevance calculation time (nanoseconds)

Number of Number of distribution bits
descriptors
1 2 4 8 128 256 every 2-nd  every 4-th
500 66929 33944 26222 22095 20388 19913 32493 26511
300 46465 65172 34177 22327 19612 19914 33139 26087
100 47018 32586 24540 21472 18572 16293 32133 25384

Analyzing the values of Tab. 2 and the estimation of the processing time from Tab. 3 for 100
keypoints, we can say that when calculating according to the “every second” rule, the time predictably
decreases in comparison with the 1-bit distribution by about 1.5 times. The normalized distance
Eq. (5) decreases from 0.147 to 0.105. When calculating according to the “every fourth” rule, the
time decreases in comparison with the 1-bit distribution by 1.9 times. The normalized distance Eq. (5)
practically does not change within 0.15. These indicators show sufficient distribution properties of the
constructed features in terms of image classification with significantly smaller amount of data, which
reduces the processing time.

Note that the estimation of time in Tab. 3 only takes into account the calculation of distance,
not including the cost of calculating the distribution. This program is focused on comparison with
etalon distributions constructed at the preprocessing stage. In this case, as Tab. 3 shows, the number
of keypoints is not significant. Only the number of bits in the distribution fragments is important. The
more bits are used, the slower the programming model works. As you can see from Tab. 3, with each
increase in the number of bits in the distribution by 2 times, the processing time decreases by about 1.3
times. If to take into account time spent on calculating the distribution, then it is directly proportional
to the number of descriptors of the description.

Our experiments have shown that the time for calculating relevance according to distribution is
about 1000 times less than for the traditional voting procedure [1]. By implementing the system of
hierarchical features, it is possible to achieve further reduction in computation time, while ensuring
high efficiency of the classification.

The degree of integration results in decrease in the level of feature differences from 0.147 (for
1-bit) to 0.06 (for 8-bit). This reduces the degree of the difference of descriptions for the integrated
representation. Even for 256 bits, there are sufficient differences in the relevance value between the
hierarchical descriptions of the emblems. It allows them to be recognized among themselves. The time
for 256 bits has decreased almost 3 times.

Let us now estimate experimentally the effect of additive noise on the result of hierarchical
classification according to the model Eq. (6). The example of the formation of descriptors according
to the etalon and the input image, distorted by noise, is shown in Fig. 5. The noise level o was selected
discretely from the range 0, ..., 100. In general, as seen from Fig. 5, intense noise significantly affects
the result of the formation of the description by the keypoint detector.
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Figure 5: Demonstration of the effect of additive noise on the formation of keypoint descriptors

Modeling has shown that for images of emblems, regardless of the number of distribution bits,
the normalized distance Eq. (5) between the distorted and etalon descriptions increases with increasing
noise influence. At the same moment the interclass distance between the distorted image and the etalon
of another class also increases. The significant distance was observed even for the high noise level
o = 100 for the emblems of Harvard and Oxford for 1-bit and 2-bit distributions.

The estimation of the probability of correct classification has been carried out by counting the
number of accurate classification events in the series of experiments. The research of classification,
when alternately distorted images from 6 classes are arrived into the input under the influence of
additive noise, have shown that for 1- and 2-bit distributions correct classification is probable at the
level of 0.99 within the entire researched range o = 10, ..., 100. For the 4-bit distribution, the
probability decreases to 0.9 at o > 70, and for 8-bit division — to 0.8 at ¢ > 30. For 128 and 256-
bit distributions, the probability decreases, starting from o > 10. Note that the obtained indicators
directly depend on the recognized image classes.

According to the results of the research, the 8-bit distribution is the limit degree of the hierarchy
of features for the confident classification of images with sufficiently low noise level o < 30.
Computational costs increase proportionally with decreasing distribution capacity. When the noise
level increases, it makes sense to use 4-bit distribution, and at the high noise level, the maximum
stability is typical for 1- and 2-bit distributions. Since the time for calculating relevance according
to the distributions is about 1000 times less than for the traditional voting procedure [1], then by
implementing the system of hierarchical features, it is possible to achieve the further reduction in the
computation time parameter, while ensuring sufficiently high classification efficiency.

6 Conclusions

Implementation and integration transformation of probability distributions for fragments of
descriptors of description and comparison of images in the space of hierarchical features provide the
necessary efficiency of image classification. This classification is realized much faster than directly in
the space of distributions and traditional voting approaches.

Analysis and processing of data according to the values of the grouped distributions allow to
form the hierarchical data structure with the variable parameter of detailing and the identification
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of significant properties of the image description. The method allows to analyze and choose the
level of hierarchy that provides the required quality of classification for the given image database.
The experimental evaluation of the efficiency of the classifier has been performed according to the
parameters of the calculation time and the probability of correct classification on the basis of the
results of processing of specific images.

The scientific novelty of the research lies in the improvement of the method of structural
classification of images according to the description in the form of the set of keypoint descriptors
based on implementing the hierarchical data structure for block representation of the description.

Practical recommendations from the research are the effective use of integrated features for groups
of data bits, which is effective from the point of view of computational speed.

The practical significance of the work:

e Achievement of the significant level of processing during calculating the relevance of images
and classification.

e Confirmation of the effectiveness and sufficiently high noise immunity of the proposed models
of hierarchical features on the examples of images.

e Obtaining applied software models for research and implementation of classification methods
in computer vision systems.

Research prospects can be associated with the optimization of the created system of hierarchical
features within the analyzed database of etalons to ensure in-depth use of statistical information for
classification with specified performance indicators.
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