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Abstract: In the contemporary world, digital content that is subject to copy-
right is facing significant challenges against the act of copyright infringement.
Billions of dollars are lost annually because of this illegal act. The current
most effective trend to tackle this problem is believed to be blocking those
websites, particularly through affiliated government bodies. To do so, an
effective detection mechanism is a necessary first step. Some researchers have
used various approaches to analyze the possible common features of suspected
piracy websites. For instance, most of these websites serve online advertise-
ment, which is considered as their main source of revenue. In addition, these
advertisements have some common attributes that make them unique as
compared to advertisements posted on normal or legitimate websites. They
usually encompass keywords such as click-words (words that redirect to install
malicious software) and frequently used words in illegal gambling, illegal sex-
ual acts, and so on. This makes them ideal to be used as one of the key features
in the process of successfully detecting websites involved in the act of copyright
infringement. Research has been conducted to identify advertisements served
on suspected piracy websites. However, these studies use a static approach
that relies mainly on manual scanning for the aforementioned keywords. This
brings with it some limitations, particularly in coping with the dynamic and
ever-changing behavior of advertisements posted on these websites. Therefore,
we propose a technique that can continuously fine-tune itself and is intelligent
enough to effectively identify advertisement (Ad) banners extracted from
suspected piracy websites. We have done this by leveraging the power of
machine learning algorithms, particularly the support vector machine with the
word2vec word-embedding model. After applying the proposed technique to
1015 Ad banners collected from 98 suspected piracy websites and 90 normal or
legitimate websites, we were able to successfully identify Ad banners extracted
from suspected piracy websites with an accuracy of 97%. We present this
technique with the hope that it will be a useful tool for various effective piracy
website detection approaches. To our knowledge, this is the first approach
that uses machine learning to identify Ad banners served on suspected piracy
websites.
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1 Introduction

In this age, following the miraculous advancement of technology, industries and individuals
involved in digitally creating, connecting, and distributing works of art are earning more multi-
dimensional benefits than ever. Nevertheless, countless piracy websites on the Internet illegally
distribute digital content without the consent of copyright holders, using loopholes on the Internet
[1–3]. Consequently, the creative industry faces substantial challenges against illegal and unauthorized
distribution of its works; this includes damaged reputation, reduced production funding, and security
risks. As several piracy sites join the network every day, billions of dollars worldwide are subject to
loss each year [3].

Some tech giants are trying different approaches to weaken the piracy industry. Google, particu-
larly through YouTube, attempts to combat infringement by providing easy access to legitimate music,
videos, and other media [2,3]. Although this approach is effective in the long-term efforts to weaken
the entities involved in this industry, the ever-increasing piracy sites still require serious attention. On
the other hand, various studies have focused on detection and blocking of websites involved in the
act of copyright infringement. For the detection purpose, two approaches, internet traffic analysis
and webpage feature analysis, have been utilized so far [2,4–6]. Matthew et al. [6] performed website
traffic analysis on legal video streaming websites such as Netflix, YouTube, and Twitch and various
pirated websites. They used machine learning algorithms to detect the unique signature of both type of
websites, based on network traffic features such as size and number of packets, source and destination
port number, byte distribution, etc. Similarly, Kim et al. [4] and Choi et al. [5] proposed webpage feature
analysis technique to automate the detection and blocking processes. The central idea of these works
is to rely on scanning for the presence of features (keywords) that are related to illegal torrent sites,
video streaming sites, and webtoons. However, the keyword analysis approaches used so far are mainly
based on static comparisons between words extracted from intended websites and the dictionary of
predefined keywords collected from suspected piracy sites.

Most piracy sites provide online advertising services to generate revenue [2]. These advertisements
have some attributes that makes them unique compared to advertisements posted on normal or
legitimate websites, as shown in Fig. 1 below. They usually encompass click-words (words that redirect
to install malicious software), words that promise a free use, and suspicious contents that have a
significant degree of similarity with frequently used words and sentences in illegal gambling, illegal
sexual acts, and so on [2]. This makes them ideal to be used as one of the key features to successfully
detect websites involved in the act of copyright infringement.

Kim et al. [4] analyzed Ad banners extracted from various websites and proposed a technique
that distinguish between Ad banners extracted from normal sites and their piracy counterparts. The
authors used statical keyword comparison approach and they were successful in doing so. However,
after deeply analyzing the behavior of banners posted on randomly selected suspected piracy sites, we
observed that the contents of Ads on piracy sites are highly dynamic and continue to change, to avoid
being detected by static detection approaches. Consequently, these techniques become less accurate
over time and fail to cope with the dynamic and adaptive nature of those features.
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Figure 1: Illustration of Ads posted on suspected piracy websites

Therefore, we propose a machine learning-based technique that can continuously fine-tune itself
and is intelligent enough to effectively overcome the aforementioned challenges. We propose this
technique in the hope that it will help enhance the process of effectively identifying copyright
infringement sites. In this work, we used support vector machines (SVMs) as our base machine
learning model, along with a pretrained word2vec vectorization model. After performing analysis
on Ad banners extracted from 98 suspected piracy and 90 normal sites, we were able to successfully
distinguish between both domains with a 97% accuracy. The remainder of this paper is structured as
follows: In Section 2, we review related works on word embedding and classification models, focusing
on the particular models we selected to use; in Section 3, we discuss the proposed method in detail;
in Section 4, we evaluate the performance of our proposed technique; finally, we provide concluding
remark in Section 5.

2 Related Work
2.1 Word Embedding Overview

In the process of classifying text using machine learning algorithms, the most important step after
data cleaning is converting the words or documents into numerical data through a vectorization or
embedding process. This process allows statistical classifiers to perform the required mathematical
calculations on words, such as adding, subtracting, and finding the distances between words [7]. Unlike
word encoding, word embedding attempts to capture the semantic, contextual, and syntactic meanings
of each word in a vocabulary. It represents single words with a set of vectors that accurately groups
similar words around one point in the vector space [8]. We can then calculate the cosine distance
between any two target words to determine their relationship.

There are various commonly used approaches to perform this operation: frequency-based embed-
ding approaches such as Count Vector, TF-IDF (Term Frequency—Inverse Document Frequency),
and Co-Occurrence Vector; and prediction-based embedding approaches such as the continuous bag
of words (CBOW) and Skip-gram [8,9]. Frequency-based embedding approaches are relatively easy
to work with; however, they cannot identify semantic features and preserve the relationships between
words. On the other hand, prediction-based embedding approaches are neural network (NN)-based



2886 CMC, 2022, vol.71, no.2

architectures, which provide state-of-the-art solutions for this problem. The CBOW and Skip-gram
models are widely used architectures in many text classification problems [10].

2.2 Vectorization Using word2vec Model

Word2vec, in general, is a technique that combines two prediction-based algorithms: Skip-gram
and CBOW, and two moderately efficient training models: hierarchical SoftMax and negative sampling
[11]. CBOW and Skip-gram models are mirrored versions of each other in which CBOW is trained to
predict a single word from a fixed window size of context words, whereas Skip-gram performs the
opposite, as illustrated in Fig. 2 [8].

W(t -2)

W(t -1)

W(t+1)

W(t+2)

W(t -2)

W(t -1)

W(t+1)

W(t+2)

W(t)W(t)

CBOW model                                   Skip-gram model

Sum

Figure 2: Diagram of CBOW and skip-gram models

Unlike the CBOW, the Skip-gram is used to find a distributed word representation by learning
word vectors that are good enough to predict nearby words [8]. For each estimation step, the model
takes one word from the input as a center word and predicts words in its context up to a certain window
size. In other words, it determines the conditional probability of context words (in each window size)
given the center word. This is mathematically described in Eq. (1). The probability of prediction or the
average log probability is maximized by efficiently choosing the vector representation of words [11].

1
T

T∑
t=1

∑
−m ≤j ≤m, j �=0

log P(ωt+j | ωt) (1)

Here m is the radius of the window size and for each word t = 1, . . . T , ωt is the center word, and ωt+j

is the word in the context of a window size of 2m.

The problem with this model is that it is computationally intensive when the corpus contains a very
large vocabulary. Reference [11] solved this problem using the hierarchical SoftMax model, which was
then replaced by the negative sampling. Negative sampling is the process of sampling negative words
(words out of context or out of the window size range) ensuring that the positive words (words in the
context) are classified with a higher probability than their negative counterparts for given input words,
as shown in Eq. (2). The Skip-gram with negative sub-sampling outperforms every other method and
is used as part of the final word2vec model [11].
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Eq. (2) maximizes the dot product between the center word vwI
and the context words v′

w0
by having the

SoftMax iterate only over the subset of k classes where Ewt ∼ Pn(w) is the randomly sampled negative
word.

2.3 Support Vector Machines (SVM)

SVM is a supervised machine learning algorithm to find a hyperplane that classifies all training
vectors into two classes. During this process, each data item is plotted as a point in an n-dimensional
space (where n is the number of features) with the value of each feature being a particular coordinate
[12]. Then, classification is performed by finding the hyperplane that differentiates the two classes very
well. SVM works on vectorized data and can be used for both linear and nonlinear classification tasks
such as text processing, image categorization, and hand-written recognition [13].

In the case of linear classification, the model creates a hyperplane with two parallel planes with
distance d from the center hyperplane in such a way that one line passes through the nearest positive
point and the other passes through the nearest negative point, as shown in Fig. 3 [14]. The points closest
to the decision boundary are called support vectors. In this case, the classifier function is defined in
Eq. (3).

f (x) = sign(wtx + b) (3)

where w indicates a weight vector used for defining the decision boundary, and b is a bias. If f (x) = 1,
then x belongs to the first class; if f (x) = −1, the object belongs to the second class; and f (x) = 0
indicates an optimal hyperplane.
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Figure 3: Decision boundary and margin of SVM

On the other hand, nonlinear classification is achieved by changing the dimensionality of the input
feature space using kernel functions such as polynomial, sigmoid, and RBF (Radial Bases Function)
[15]. These functions are based on mapping input features to a much higher dimensional set of features.
The input mapping assumes the generation of a new function, x → ϕ(x) which is used for kernel
function computation: K(xi xj) = ϕ(xi)

t ϕ(xj), the decision function is then described as follows in
Eq. (4). The SVM then applies a linear classifier to those higher-dimensional features and learns the
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nonlinear decision boundaries. In such cases, the efficiency of the model depends on the choice of
kernels [16].

f (x) = sign

(
N∑

i=1

aiyiK(xix) + b

)
(4)

3 Proposed Technique

Our objective was to build a machine learning model that can categorize sentences or texts
extracted from Ad banners into their respective classes, class of suspected piracy sites and class of
normal or legitimate websites. To do so, we proposed a machine learning-based technique that uses
an SVM algorithm as a base architecture along with word2vec vectorization model. Our proposed
technique goes through a three-stage process, which includes data collection and preprocessing, feature
extraction (vectorization), and modeling and testing the classifier. The first process involves crawling
Ad banners from the target web pages and extracting features from the Ad banners. The second
process involves data cleaning and vectorization while the final process involves modeling, training,
testing, and optimizing a statistical classifier. Fig. 4 illustrates the process of the proposed method.
The detailed description of each stage is described in the following subsections.

Crawling Ad banners from 
target websites

Feature extraction using 
OCR tool 

(Google Vision API)

Preparing and labeling the 
dataset

Removal of stop words, 
punctuation, signs, and 

hyperlinks

Dividing the dataset into a 
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test dataset respectively

Using optimization 
technique to enhance the 

model output 

Vectorization using 
word2vec vectorization 

algorithm

Designing classifier model 
based on SVM

Data Collection
Pre -processing and 

Vectorization
Classification

Figure 4: Overall process of the proposed technique

3.1 Data Collection

We collected data from 98 suspected piracy sites and 90 normal or legitimate websites. We used
Alexa Rank and the Google Transparency Report as our main sources of information to nominate
websites for data collection. Alexa is a web traffic analysis company that provides information about
the popularity index for various websites [17]. We selected top-rated websites based on the information
acquired from this website. On the other hand, the Google Transparency Report provides information
related to the involvement of websites in illegal acts such as copyright infringement [18]. Similarly, we
identified suspected piracy sites based on this information.

The data collection process involved three steps. The first step was identifying and crawling Ad
banners from the target website by manually analyzing or inspecting the corresponding hypertext
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markup language (HTML) code. After confirming the existence of Ad banners, we extracted those
banners using the Selenium web crawler tool based on their unique URL (unified resource locator).
Selenium is an open-source tool that help automating the web crawling. The second step was extracting
any text from the Ad banners using the Google Vision API (Application Peripheral Interface), as
described in the Section 3.1.1. Finally, the third step involved preparing a dataset for further processing
and classification operations. We were able to collect 1015 Ad banners from 188 websites, as given
below in Tab. 1.

Table 1: Number and type of websites used

Category Number of suspected piracy
sites

Number of normal sites

Video streaming sites 62 59
Torrent sites 21 9
Sport and games 15 22
Total 98 90

3.1.1 Text Extraction and Dataset Preparation

As mentioned in Section 1, the main purpose of this work was to identify Ad banners posted on
suspected piracy sites based on the words or sentences that appear on them. However, Ad banners
usually integrated in websites in the form of image. Consequently, we used an optical character
recognition (OCR) tool, namely the Google Vision API, to recognize and extract characters from
the Ad banners. The Vision API is a machine learning tool that helps detect and extract text from
images [19]. The return value from requesting this operation is in JSON (JavaScript Object Notation)
format and includes the entire extracted string as well as individual words and their bounding boxes.
Because we were interested only in individual words rather than structured sentences, we filtered out
the values for the bounding box and used the rest as they were. Finally, we labeled the data per their
corresponding domain (“1” for data that comes from normal or legitimate sites and “0” for the data
that comes from the suspected piracy sites) and stored them in a CSV (Comma-separated values) file
for further data processing operations.

3.2 Preprocessing and Vectorization
3.2.1 Preprocessing

In this stage, we first cleaned our data and then prepared a vector representation for each word
in the dataset to make it ready for further classification operations. Text or sentences in various Ad
banners usually includes more special characters such as “! @ # $ % & () ∗”, and misspelled words.
Further, it contains fewer stop words such as “the,” “a,” “in,” “about,” hyperlinks, emails, and URLs.
However, we removed all these attributes as they carry little or no useful information that can impact
the decision of our machine learning model; in fact, they can reduce the quality of the classifier output.
Removal of URLs and special characters was achieved through pattern matching with the help of the
Python Regular Expression (RE) library. Similarly, removal of the stop words was carried out using
the “NLTK (Natural Language Toolkit)” Python library. NLTK is a popular and widely used Python
library for NLP (natural language processing). Finally, the dataset was split into training (75%) and
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test (25%) groups. Fig. 5 shows a partial appearance of the dataset after the data cleaning operation
was performed.

Figure 5: Portion of the dataset after data cleaning operation

3.2.2 Vectorization

As described in Section 2.1, before applying the machine learning model to text documents, we
first need to turn the text content into numerical feature vectors. For this purpose, after comparing
most of the existing vectorization models, we found that the word2vec model is robust and outperforms
other vectorization models in our context. Using this method, we tested two approaches: one was to
train the word2vec vectorization model from scratch based on our dataset, and the other was to use
pretrained vectorization models. We achieved a better result using the latter approach. The details are
discussed in Section 4.2.

3.3 Classification

After formatting and preparing the dataset for further classification operation, the next step
was to choose, model, and train the machine learning classifier until it was efficient enough to
distinguish between the two classes (suspected piracy and legitimate sites). As we already had a
labeled dataset, we needed a supervised machine learning model for efficient classification operation.
Additionally, because our target was to perform classification, we required a model that could
provide a deterministic output (such as deep learning, SVM, and naïve Bayes) rather than one with a
probabilistic output. Therefore, we needed to carefully choose between these models to obtain a better
result.

3.3.1 Selecting Classification Algorithm

We considered some conditions for the effective selection of our machine learning-based classifier
models. The first condition was the size of the dataset. As described in Section 3.1, our dataset
comprised sentences and words extracted from Ad banners, which limited its size. On the other hand,
after deeply analyzing the nature of our dataset, we noted that there was a probability of overlapping
between the two classes. For instance, a portion of sentences related to shopping advertisements
sometimes had a probability of being served on both website classes; therefore, owing to the size and
nature of our dataset, we chose SVM as the classifier model. Compared to the deep learning models,
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SVM works well when the dataset is relatively small; at times, it worked better than the neural network-
based models [15]. Additionally, compared to the naïve Bayes model, SVM tries to find the best margin
that separates the two classes and thus better reduces the risk of error due to overlapping [20].

3.3.2 Modeling and Training the Classifier

We used the Scikit-Learn (sklearn) machine learning library from the Python programming
language and built our model using SVM. SVMs with various classification, regression, and clustering
algorithms are included in this library with all their respective features [21]. This library greatly reduces
the burden of modeling the classifier. We imported the support vector classifier (SVC) from the SVM
module and initialized it with a random state of its parameters, such as regularization (C), gamma, and
kernel function. The trick was to tune these parameters until we found the best classifier that could
optimally categorize sentences or texts extracted from Ad banners into their respective classes. The
regularization parameter is used to set the degree of ignorance for each misclassified training example,
while the gamma parameter defines the influence of each training example on drawing the decision
boundary [15]. On the other hand, the kernel function transforms the decision surface into a linear
equation in a higher number of dimension spaces whenever there is nonlinearity in the distribution of
the training dataset [15].

After deeply analyzing and visualizing the nature of our dataset, we observed that it was easily
separable with a linear function and a small portion of its training elements would cross the decision
boundary. Hence, we chose to use a linear kernel function with an optimally lower value for the
regularization parameter and the default value for the gamma parameter. However, we found a better
result after optimizing our parameters using a cross-validation function called “GridSearchCV( )”
from the sklearn library. This is a function that helps to loop through predefined hyperparameters
and optimally fit our model on the training dataset. We further examine this process in Section 4.3.

4 Evaluation of the Proposed Technique
4.1 Implementation and Evaluation Environment

As we used a pretrained vectorization model, we needed our computational environment to be
sufficiently fast and capable of accommodating all important data. Therefore, we set up the testing
environment, as shown in Tab. 2.

Table 2: Implimentation environment setup

Requirement Specification

Operating system Windows 10 pro
CPU Intel(R) Core (TM) i7–4790 K CPU @

4.00 GHz × 64-based processor
RAM (random access memory) 16 GB DDR4 RAM
Machin learning package Pytorch
Programing environment Jupyter Notebook with Python 3
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4.2 Vectorizer Evaluation

As mentioned in Section 3.2, we used the word2vec model to vectorize our preprocessed dataset.
However, owing to the size and nature of our dataset, we tested two approaches to find the best
vectorization model that could efficiently distribute our dataset with an optimal cosine distance
between each word. The first approach was to build the vectorization model from scratch, and the
second was to use pretrained models that have been trained on a sufficiently large corpus. The second
approach showed better results for successfully vectorizing our dataset.

In the first approach, we built our word2vec model using “Gensim”, which is an NLP library for
Python that comes with word2vec class in it. We loaded our dataset and performed the preprocessing
operation after installing all required libraries such as gensim and python-levenshtein on Jupyter
notebook. Then, we built our word2vec model using a Skip-gram with a window size of 5, a minimum
word count of 2 (owing to the smaller size of words per Ad banner), and 4 workers (number of CPU
threads used in training the model). Finally, we prepared a vocabulary of unique words and trained
our model for 10 epochs.

After the training phase was completed, we evaluated the performance of our model by finding the
closest words for a randomly selected word from the dataset. However, we observed an embarrassing
result, as shown in Fig. 6. This may be due to the relatively small data size compared to what is required
to successfully train such models. In addition, we assumed that this might be due to the type and nature
of texts, that is, unstructured and less correlated, used on various Ad banners. Therefore, we decided
to test using a pretrained vectorization model that has been trained on a large dataset with sufficient
vector dimensionality and an associated data domain.

Figure 6: Vectorization result using word2vec model trained on our dataset

In the second approach, we used a pretrained Google word2vec vectorization model, which is
trained on a part of the Google news dataset containing approximately 100 billion words. The training
is performed with a Skip-gram of window size 10 as the base architecture, uses negative sampling
as the training algorithm, and contains 300-dimensional vectors for 3 million words and phrases. To
accommodate the 3 million words (4 bytes per word), each represented by 300-dimensional vectors, it
requires a RAM with at least 3.6 GB of free space (3 M × 300 × 4 bytes = ∼3.6 GB). To be safe, we
set up our environment using 12 GB RAM with an Intel(R) Core (TM) i7-4790K CPU@4.00 GHz ×
64-based processor. The vectorization results were satisfactory, as shown in Fig. 7.

However, there was still a gap in calculating the cosine distance between words in our corpus.
For instance, as shown in Fig. 8, the cosine distance between the word “betting” and “gambling”
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is 0.6097108, which is somewhat unsatisfactory. Hence, we used “Spacy”, which is an NLP library
for Python and provides various pretrained models in different languages with different sizes. We
used a model trained on written blogs, news, and comments in English, and we were able to obtain a
satisfactory result, as shown in Fig. 9. The portion of our vectorized dataset is shown in Fig. 10.

Figure 7: Vectorization result using google pretrained word2vec model

Figure 8: Cosine distance between 2 words using google pretrained word2vec model

Figure 9: Cosine distance between 2 words using pretrained model in spacy

4.3 Classifier Evaluation

We tested the performance of the SVM model using various combinations of its parameter
values. The test was performed on 25% of the dataset. We achieved an accuracy of 97% through
the optimization process. On the other hand, the worst performance was recorded when using the
SVM with the sigmoid kernel function. The overall accuracy of this approach is 86%. It was the
lowest compared to 95%, 95%, and 97% using methods 1, 2, and 3, respectively. The performance
matrices were used are accuracy, precision, recall, and f1-score. The formulae used to calculate each
performance matrix are given in Eqs. (5)–(8), respectively.

Accuracy = TP + TN
TP + FP + FN + TN

(5)

Precision = TP
TP + FP

(6)
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Recall = TP
TP + FN

(7)

F1 Score = 2 ∗ (Recall ∗ Precision)

Recall + Precision
(8)

Figure 10: Vector representation of our dataset using pretrained model in spacy

4.3.1 Method 1: Using the Default SVM Configuration

Here, we used the SVM with a default value for each parameter (C = 1, gamma = scale, kernel
= rbf). The model was efficient enough to classify both domains, as shown in Fig. 11. The test was
performed on 254 data elements, 127 from each class. An overall accuracy of 95% was achieved using
this method. The results of measuring accuracy, precision, recall, and f1 score are given in Tab. 3.

Figure 11: Confusion matrix using SVC with default configuration
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Table 3: Overall performance of our SVM model with default SVC configuration

Category Precision Recall F1 score Support

Class 0 0.95 0.95 0.95 127
Class 1 0.95 0.95 0.95 127
Macro avg 0.95 0.95 0.95 254
Weighted avg 0.95 0.95 0.95 254

4.3.2 Method 2: Using SVM with Polynomial Kernel

Using this approach, we modeled our classifier with a polynomial (poly) kernel function while
taking the default values for the remaining parameters. This test was also performed on 254 data
elements with 127 elements from each class. The overall result was quite similar to that obtained using
method 1, as shown in Fig. 12. The results of measuring accuracy, precision, recall, and f1 score are
given in Tab. 4.

Figure 12: Confusion matrix after using SVC with polynomial kernel

Table 4: Overall performance of our SVM model with polynomial kernel

Category Precision Recall F1 score Support

Class 0 0.95 0.95 0.95 127
Class 1 0.95 0.94 0.95 127
Macro avg 0.95 0.95 0.95 254
Weighted avg 0.95 0.95 0.95 254

4.3.3 Method 3: Using Optimization Function

Here, we used the cross-validation function called “GridSearchCV( )” from the sklearn library to
help our model optimally fit our training dataset. This was achieved by looping through predefined
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hyperparameters and obtaining an optimal value for each parameter. Our hyperparameters were {‘C’:
[0.5, 1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100], ‘gamma’: [‘scale’, 1, 0.1, 0.01, 0.001, 0.0001], ‘kernel’:
[‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’]} with the scoring matrix set to be “accuracy”. The size of the test
dataset remained the same as that of the above methods. The outcome was more satisfactory compared
to the aforementioned approaches, as shown in Fig. 13. The model was slightly better at understanding
data from suspected piracy sites. Furthermore, 97% of the overall accuracy was achieved using this
approach. The results of measuring accuracy, precision, recall, and f1 score are given in Tab. 5.

Figure 13: Confusion matrix after using optimization function

Table 5: Overall performance of our SVM model with optimization function

Category Precision Recall F1 score Support

Class 0 0.95 0.98 0.97 127
Class 1 0.98 0.95 0.97 127
Macro avg 0.97 0.97 0.97 254
Weighted avg 0.97 0.97 0.97 254

The graph, as shown in the Fig. 14, summarizes comparison of the accuracy, precision, recall, and
F1-score values when using the SVM classifier with different parameter configurations.

5 Discussions

In general, in the automated detection of suspected piracy websites, two approaches have been uti-
lized so far, internet traffic analysis and webpage feature analysis [2,4–6]. However, as for the dynamic
and adaptive nature of those websites, it is important to use these two approaches in aggregation for
a better outcome. In this study, we conducted our research focusing on the webpage feature analysis
approach, particularly analysis of Ad banners posted on various pirated and non-pirated websites.
Even though there are some previous studies in this regard, none of them have used machine learning
techniques. Our experimental result, conducted on data collected from various websites over time,
showed the promise of using machine learning technique to overcome the aforementioned challenges.
The limitation with this study, however, is that the experimental analysis was performed on a relatively
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smaller dataset. We believe that having a larger dataset will help improve the outcome in two ways.
The first is to improve the representation of our data set in vector space, and the second is to enhance
our classifier model by allowing us to apply more complex deep learning algorithms such as LSTM
(long-short term memory) and BIRT (bidirectional encoder representations).
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Figure 14: Summary of the experimental results

6 Conclusions

After analyzing the negative impact and dynamic nature of websites that are involved in the act
of copyright infringement, we proposed in this paper a machine learning-based technique that can
intelligently analyze and extract meaningful features from Ad banners and effectively categorize those
Ad banners to determine whether they belong to suspected piracy sites. Due to the size and nature of
our dataset, we chose SVM as our classifier model. As we already had a labeled dataset, we needed
a supervised machine learning model for efficient classification operation. Again, compared to the
deep learning models, SVM works well when the dataset is relatively small. Additionally, compared
to the naïve Bayes model, SVM tries to find the best margin that separates the two classes and thus
better reduces the risk of error due to domain overlapping. In general, the proposed technique involves
three major steps. The first step is data collection, which includes the crawling of Ad banners from the
target webpages and extraction of words or sentences existing on the Ad banners. The second step is
data processing and feature extraction, which includes data cleaning using preprocessing operations
and applying the word2vec algorithm for vectorization. The final step is classification, which includes
building, training, and testing a classifier model that can classify between Ad banners collected
from suspected piracy sites and those from normal or legitimate sites. Performance was evaluated by
applying the proposed technique to 1015 Ad banners collected from 98 suspected piracy websites and
90 normal or legitimate websites. We used various approaches to model our SVM classifier and finally
achieved an accuracy of 97 % using an SVM with optimization function. We believe that this work will
be very useful as an input for effective piracy site detection processes. In the future, we plan to collect
more dataset and apply various advanced deep learning models to enhance the research work.
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